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ABSTRACT – Enterprise success is determined by competent Human Resources (HR). The recruitment and selection 

process of prospective employees plays an important role in producing competent HR, so an effective initial selection 

is needed to increase the chances of getting the right candidate. This study aims to provide a predictive analysis of 

the possibility of selecting the next candidate at the interview stage based on the initial selection. Data collection in 

the form of assessment scores from functional competency tests and behavioral tests are important aspects of the 

potential suitability and contribution of candidates. This study uses a comparison of logistic regression analysis 

models and decision trees with several measurement metrics. Based on the results of the evaluation and validation, 

the logistic regression analysis model is superior. The accuracy value of the logistic regression classification model 

is 90% with correct prediction results of 54 data and the accuracy value of the decision tree model is 83.3% with 

correct prediction results of 50 data from 60 test data. The results of this study contribute to the evaluation of the 

candidate recruitment and selection process as one of the enterprise's efforts to achieve success by providing features 

that influence the recruitment process. 
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1. INTRODUCTION 

Enterprises need human resources to look for 
competent employees by utilizing various 
recruitment channels and approaches. Selection of 
qualified candidates requires recruiting employees 
who are competent, enthusiastic, and passionate [1]. 
The essence of recruiting is finding enough of the 
right candidates with the most suitable qualifications 
promptly and then hiring the right person from 
among those candidates [2], for the approach to 
work, the best candidates must be identified quickly 
and efficiently [3]. The recruitment and selection 
process consists of 3 (three) main phases, namely 
Sourcing, Screening, and Selection [4]. The phases are 
defined to provide a clear understanding of the 
variables of the recruitment and selection process. 
Sourcing is the use of one or more strategies to link 

talent with vacancies in an organization. External and 
internal recruiters can be used to find candidates [5]. 
Screening is a critical stage in the personnel selection 
process. Recruiters use resume information to infer 
an applicant's skills, motivation, personality, and 
suitability for the job [6]. After these phases are 
passed, a match is obtained, and recruiters find the 
most suitable candidate for the enterprise. 

Related studies have been carried out on several 
previous studies. Studies that focus on exploring the 
relationship between recruitment and selection 
procedures and enterprise success have been carried 
out [7]. The study by [8] also identifies candidates in 
specific recruiting for Information Technology (IT) 
jobs. The study by [1] explores the critical factors that 
influence recruitment evaluation models and talent 
selection by developing evaluation models that 
involve Multi-Attribute Decision-Making (MADM) 
techniques. The study by [9] conducted research 
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using systems thinking skills as an additional 
selection tool/technology with a fuzzy linguistic 
approach to overcome the subjectivity of decisions in 
improving the recruitment process and ranking of 
employee candidates. The study by [10] also explores 
the process of selecting human resources in 
companies with decision-making techniques that 
utilize the Naïve Bayes classification model. Even 
studies exploring the influence of enterprise social 
media activity on recruitment success have also been 
carried out by [11] as well as recent studies that 
address the systematic literature on recruitment and 
selection but focus on the role of school principals in 
school success by [12]. 

Based on the existing explanation, this study 
predicts the possibility of candidates being further 
selected at the interview stage based on behavioral 
and functional recruitment and selection which are 
important aspects of the candidate's potential 
suitability and contribution to the enterprise. An 
effective initial selection process can significantly 
improve the quality of recruitment and increase the 
chances of finding the right candidate for a particular 
role. The purpose of this study is to provide a 
predictive analysis of the likelihood of subsequent 
candidates being selected at the interview stage 
based on the initial selection. Candidate recruitment 
and selection play an important role as the starting 
point in determining the success of an enterprise. 
Although the previous studies that have been 
described previously have made great contributions, 
each study has certain features and model/method 
focuses so to fill the gap, this study conducts further 
exploration using influential features and model 
comparisons. This study contributes to providing 
insight into the recruitment process and the 
importance of selecting candidates who have a 
balance between functional and behavioral 
competencies to encourage enterprises to identify 
improvement gaps and improve the recruitment 
process in achieving adequate Human Resources 
(HR) competencies and provides contributions for 
practitioners/researchers as a reference to explore 
new dimensions of the enterprise's HR recruitment 
process.  

 

2. METHODS AND MATERIALS 

As for the steps as a guideline in this study, you 
can see in Fig. 1 that it starts with dataset collection 
and pre-processing, feature selection then divides the 
dataset into training data and test data for later 
analysis by comparing 2 (two) classification models, 
namely decision tree and logistics regression to 
produce predictive output. The results of the 
predictions of each of the two models are validated 
and evaluated with the measurement method so that 

it can be concluded that there is a significant 
difference between the two classification models. 
Explanations for each research stage in Figure 1 are 
outlined in this section. 
 
Dataset Collection and Pre-processing 

The data used is a collection of data from the 
Human Resources Department (HRD). The data set is 
the score of 2 (two) main assessments from the 
functional competency test and the Human Resource 
(HR) behavior test. The functional competency test is 
used to evaluate a candidate's hard skills and 
dominant knowledge while the HR behavioral test is 
used as an assessment tool that focuses on evaluating 
soft skills or behavior, teamwork, and adaptability 
within an organization. There are 9 (nine) assessment 
variables used for the recruitment and selection 
process of candidates which can be seen in Table 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Figure 1. Research stages 

Table 1. Dataset Variables 

No. Dataset Variables 

1. Years of experience 
2. Functional competency score 
3. Top1 skills score 
4. Top2 skills score 
5. Top3 skills score 
6. Behavior competency score 
7. Top1 behavior skill score 
8. Top2 behavior skill score 
9. Top3 behavior skill score 
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For datasets that are not well structured for 
classification, pre-processing is needed as a data 
cleaning step to identify missing values in the 
dataset. The pre-processing stage is also carried out 
to identify categorical data that needs to be converted 
into numeric form so that it can be used and 
processed in the machine learning model. The 
processes carried out are case-folding, punctuation 
removal, stop word removal, stemming, and 
tokenization. The dataset that has been processed 
first is then analyzed to find certain candidates as 
candidate classifications called interviews. 
 
Features Selection 

This stage is carried out to separate features and 
labels where there are 9 (nine) assessment variables 
as features for the candidate recruitment and 
selection process and 2 (two) labels as classification 
results that determine the candidates called for 
interviews by companies. There are 9 (nine) 
assessment variables and 300 candidate data records 
for the recruitment and selection process of 
candidates by dividing training data and test data by 
70% for training data and 30% for test data. 
 
Decision Tree Analysis Model 

A decision tree is a decision-making model by 
studies data from the problem domain and builds 
models to predict results with systematic analysis 
[13]. A decision tree is a classification method by 
creating a tree structure like a flow chart where each 
node represents a feature or attribute as a 
classification criterion and leaf nodes as the 
classification result [14]. The determination of 
features at each branch node in the Decision Tree is 
calculated based on the Gini index to determine 
which feature or attribute most influences the 
classification process. The formula for calculating the 
value of a feature based on the Gini index can be seen 
in Equation (1). 
 

𝐺 =  ∑ 𝑃(1 − 𝑃)𝐾
𝐾=1                                                 (1) 

 
where G is the Gini value of a feature, K is the number 
of classes in the attribute and P is the percentage of 
classes that appear in the attribute. 

In classification algorithms, decision tree 
algorithms are extensively applied to many areas 
because of their high accuracy, low computational 
cost, and high interpretability. The process of 
building a decision tree can be summarized as the 
following three steps: (1) choosing the best attribute 
(called 'splitting attribute') according to a certain 
partition size; (2) dividing the training set by the 
selected split attribute; (3) produce a branch that 
corresponds to each separation attribute 
classification. The algorithm is applied recursively to 

each classification derived from the separation 
attribute. If all samples in a certain classification come 
from the same category, then a leaf node with the 
name of that category is generated [15]. Decision trees 
are widely used in many areas of computer science as 
classifiers, as a means of representing knowledge, 
and as algorithms for solving various computational 
geometry problems, combinatorial optimization, and 
so on [16]. 
 
Logistics Regression Analysis Model 

Logistics Regression (LR) is used to see the 
probability of an event and compare the risk of an 
event considering the factors that influence it [17]. LR 
is part of the regression analysis used when the 
dependent (response) variable is dichotomous. This 
variable can also be illustrated as binary data, and its 
value is represented by 0 and 1. The general form of 
LR can be seen in Equation (2). 
 

𝑃(𝑌 = 1) = 1/[1 + 𝑒 − (𝛽0 + 𝛽1𝑥1𝑖 + 𝛽2𝑥2𝑖 + ⋯ +
 𝛽𝑝𝑥𝑝𝑖)1]                    (2)          

     
          

where 𝑌 is a binary metric, 𝛽0 is a constant, and 𝛽𝑗 is 

a parameter coefficient with j = 1, 2, ⋯, j. The 
coefficients for the independent variables are 
estimated using the logit value as the dependent 
measure. As the predicted value can be changed to a 
probability between 0 and 1 which can be seen in 
Equation (3). 
 

𝐿𝑜𝑔𝑖𝑡𝑖 = 𝛽0 + 𝛽1𝑥1𝑖 + 𝛽2𝑥2𝑖 + ⋯ + 𝛽𝑝𝑥𝑝𝑖    

    (3)     
   
logit is modeled as a linear combination of predictor 
variables so that logistic regression can capture the 
relationship between predictors and binary 
outcomes. 
 
Performance Measures 

Performance measurement is carried out on 
experimental methods through the validation and 
evaluation stages. The validation and evaluation of 
experimental results is a measuring tool to find out 
how well the comparisons of experimental methods 
are so that significant differences can be seen between 
the comparisons of experimental methods [18]. 
Method performance is analyzed and evaluated 
through various measures resulting from the 
confusion matrix. The confusion matrix is generated 
after the classifier is trained on the validation set to 
find out which class is causing confusion in the 
classification and then a more specific classification 
structure can be created [19]; [20]; [21]. There are 4 
(four) terms as a representation of the results of the 
classification process, namely True Positive (TP), 



D M Khairina, A Wibowo & B Warsito 
Komputika: Jurnal Sistem Komputer, Vol. 13, No. 2, Oktober 2024 

  

 
168 

True Negative (TN), False Positive (FP), and False 
Negative (FN) [22]. True positive (TP) is the number 
of positive data obtained correctly. The true Negative 
(TN) value is the amount of negative data that is 
collected correctly. The Confusion Matrix model can 
be seen in Table 2 [23]. 

Table 2. Model Confusion Matrix 

Class Predicted as 
Positive (+) 

Predicted as 
Negative (-) 

Positive 
(+) 

True Positive 
(TP) 

False Negative 
(FN) 

Negative 
(-) 

False Positive 
(FP) 

True Negative 
(TN) 

 
Other parameters used to validate the system are 

accuracy, recall, precision, and F1-score which are 
evaluated using Equation (4) for accuracy, Equation 
(5) for precision, Equation (6) for recall, and Equation 
(7) for F1- scores. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
   (4) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
     (5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
                  (6) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 𝑥 (𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                (7)

      
 

With these parameters, it can be seen how much 
performance the system has and how well the system 
performs using the confusion matrix. 
 

3. RESULTS AND DISCUSSION 

Based on the previous explanation, the existing 
dataset is processed first, then a decision tree 
classifier model is created by dividing the dataset into 
80% for training data and 20% for testing data from 
300 existing data records. After the training data and 
prediction data are tested, a decision tree model and 
a logistic regression model are obtained which are 
visualized to see how the model makes predictions. 
Figure 2 and Figure 3 show the visualization results 
of each of the two models.  

Both visualizations show that the "years of 
experience" feature is considered the most influential 
and important feature for the possibility of 
candidates being selected further in the interview 
phase based on behavioral and functional 
recruitment and selection which are important 
aspects of the candidate's potential suitability and 
contribution to the company. The feature that has a 
weak effect is the "functional competency score" 
feature. Both models select the most relevant features 
and values for prediction so that the most influential 
features can be seen and can be used as steps toward 
the company's success based on the evaluation of the 
candidate recruitment and selection process. 

 

 
Figure 2. Visualization of the Logistics Regression Models 
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Figure 3. Visualization of the Decision Tree Models 

 
After the prediction results are obtained, the 

model is evaluated by measuring the performance of 
each model. From the results of training and data 
testing predictions, an evaluation of the model that 
has been built using the confusion matrix is carried 
out so that it shows the value of accuracy as well as 
several other evaluation metrics. The visualization 
for the value of the confusion matrix of each model 
can be seen in Figure 4 and Figure 5. 

 

Figure 4. Confusion Matrix on Logistics Regression Analysis 
Models 
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Figure 5. Confusion Matrix on Decision Tree Analysis Models 

 
From Figure 4 and Figure 5, an explanation can be 

presented based on the confusion matrix terminology 
along with other evaluation metrics such as accuracy, 
precision, recall, and f1-score as a more 
comprehensive understanding of the performance of 
each model. The results of the evaluation metrics can 
be seen in Table 3 for the logistic regression model 
and Table 4 for the decision tree model. 

 

Table 3. Metric Evaluation Logistics Regression Analysis Models 

Metric 
Evaluation 

Test 
Data 

TP TN FP FN 

Confusion Matrix 60 21 33 0 6 
Accuracy  90%   
Precision  91.5%   

Recall  90%   
F1-score  89.8%   

 

Table 4. Metric Evaluation Decision Tree Analysis Models 

Metric 
Evaluation 

Test 
Data 

TP TN FP FN 

Confusion Matrix 60 24 26 7 3 
Accuracy  83.3%   
Precision  84.2%   

Recall  83.3%   
F1-score  83.4%   

 
The results of the analysis and testing that have 

been carried out using 2 (two) classification models, 
namely logistic regression and decision tree to 
compare the prediction results of the two models in 
classifying the possibility of a candidate to be further 
selected at the interview stage based on recruitment 
and selection with data used in the analysis 
consisting of 300 data records divided by 80% for 
training data or as much as 240 data and 20% for test 
data or as much as 60 data, the accuracy value 
between the two models is obtained where the 
accuracy level for the logistic regression model is 90% 

with 54 correct prediction data and 6 incorrect 
prediction data. While the accuracy level for the 
decision tree model is 83.3% with 50 correct 
prediction data and 10 incorrect prediction data. 
From the comparison of these results, the logistic 
regression model can be said to be more accurate and 
successful in making correct predictions from the 
existing samples. 

As for other evaluation metrics based on Table 3 
and Table 4, a precision value is also obtained to 
measure the extent to which positive predictions 
made by the model are correct, namely 91.5% of 
positive predictions made by the model are correct 
while the rest are false positives for the logistic 
regression model, while for the decision tree model, 
a precision value of 84.2% of positive predictions 
made by the model is correct, so the logistic 
regression model is more successful in measuring the 
extent to which positive predictions are made. 
Furthermore, a recall value is also produced to 
measure the extent to which the model can find 
positive events in actual data with a recall value of 
90% in the logistic regression model and 83.3% in the 
decision tree model, which also shows that the 
logistic regression model is more successful in 
recovering all positive events in the actual data. The 
next measurement is the f1-score value which is the 
average value between precision and recall 
measuring the performance of the model in 
prediction by showing the accuracy and consistency 
of predictions with f1-score results of 89.8% for the 
logistic regression model and 83.4% for the decision 
tree model, thus also showing that the logistic 
regression model has better performance in data 
classification. This is because the performance of 
Logistic Regression can naturally be said to be more 
robust to imbalanced class problems and is less 
susceptible to overfitting than more complex decision 
tree models. The logistic regression model is expected 
to be a suitable model to help companies recruit and 
select prospective employees based on their various 
features. 

 

4. CONCLUSION 

 Based on the presentation of the results of the 
analysis, testing, and discussion, it is concluded that 
the logistic regression model has a better 
measurement value and is more successful in 
predicting the likelihood of candidates being selected 
further in the interview phase based on behavioral 
and functional recruitment and selection which are 
important aspects of the candidate's potential fit and 
contribution to the company. Of the 9 (nine) features 
used as an assessment, the "years of experience" 
feature was obtained as the feature with the strongest 
and most important influence on the likelihood of 
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candidates being selected further in the interview 
phase, while the feature with the weakest influence 
was the "functional competency score" feature. Both 
models select the most relevant features and values 
for prediction so that the most influential features can 
be seen and can be used as a step toward the 
company's success based on the evaluation of the 
candidate recruitment and selection process. 
However, as further research, it is necessary to 
expand the existing features and explore other 
classification models to obtain more accurate and 
optimal results so that they can have implications for 
the recruitment process directly. Overall, from the 
comparison of the two models, the performance of 
the logistic regression classifier model for predicting 
company success based on the evaluation of the 
candidate recruitment and selection process tends to 
be better. 
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