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A B S T R A C T S  A R T I C L E   I N F O 

Researchers have increasingly focused on applying 
machine learning algorithms to enhance healthcare 
operations in the past few years. Machine learning has 
become increasingly popular and has shown to be a 
viable strategy for raising the standard of healthcare, 
preventing disease transmission and early disease 
detection, reducing hospital operational expenses, 
aiding government healthcare programs, and 
enhancing healthcare efficiency. This review offers a 
succinct and well-structured summary of machine 
learning research that has been done in the field of 
healthcare. Specifically, the emphasis is placed on the 
examination of non-communicable illnesses, which 
pose a significant risk to public health and rank among 
the primary contributors to global mortality. Moreover, 
the COVID-19 pandemic, which is among the world's 
deadliest illnesses and has recently been formally 
declared a public health emergency, is included. This 
study aims to assist health sector researchers in 
choosing appropriate algorithms. After conducting a 
comprehensive investigation, it was shown that the 
Decision Tree (DT), Gaussian Naive Bayes (GNB), and 
Random Forest (RF), algorithms had the highest 
performance in healthcare classification, achieving a 
remarkable accuracy rate of 100%. In most tests, the 
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1. INTRODUCTION 

The health sector has seen 
considerable changes in recent years due 
to the advancement of technology. 
Technological progress has improved 
existing health technologies and 
introduced new health technologies to 
the sector. Machine learning algorithms, 
which work with data sets and offer a 
realistic approach to events, have started 
to get a lot of interest from scholars (Ali et 
al., 2020). 

The increasing demand for 
satisfactory and high-quality healthcare 
services must be met by healthcare 
providers. Process improvements in 
health institutions reduce the costs of the 
institutions, while patient satisfaction 
and service quality can be increased. In 
this direction, there are many 
international studies in the literature 
focusing on the improvement of health 
processes (Ray et al., 2022). Studies such 
as classifying, predicting, and diagnosing 
diseases have been the focus of 
researchers in the health sector. The most 
crucial components of managing an 
illness are early detection of warning 
signs, early diagnosis, and disease 
classification; meanwhile, examining 
disease findings and sending patients for 
more testing lowers the risk of death. 
Also, depending on the examinations, 
Classifying the disease and diagnosing it 
quickly improves the patient's quality of 
life (Hossain, et al., 2020; Haji et al., 2021). 

Decision-making in health care is a 
complex process as it brings together 
various aspects and involves different 
stakeholders. Machine learning 
algorithms, one of the most widely used 
methods in disease prediction studies, 
provide very quick results (Jayatilake and 
Ganegoda, 2021). However, machine 
learning, which has many algorithms, 
also shows the performance percentage 
of the algorithm at the end of the output 
obtained. On the other hand, while 
researchers are confused about which 
algorithm to apply to the data, it is 
sometimes seen that they lose time in the 
algorithm they choose (Dietterich, 2000). 

Despite the fact that non-
communicable diseases play a big role in 
machine learning research, it is observed 
that researchers experience some 
complexities when choosing machine 
learning algorithms (Ferdousi et al., 
2021). For this purpose, this study aims to 
analyze the threats to public health in 
general and non-communicable diseases, 
which rank highest among the reasons 
why people die, and summarize the best-
performing algorithms with high 
accuracy. In this context, many 
machine learning studies, such as early 
diagnosis, disease classification, drug 
classification, and disease prediction 
studies, have been classified in detail. In 
addition, COVID-19 disease, the disease, 
it is also included and has just been 
formally declared a public health 
emergency due to its high 

Random Forest (RF) and Support Vector Machine 
(SVM) demonstrated consistently better performance. 

© 2024 Tim Konferensi UNIKOM 
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transmissibility. The study analysed 
machine learning research conducted in 
the realm of health, focusing on specific 
diseases. 

This literature's primary goal is to 
assist health sector researchers in 
selecting the right algorithms. In this 
study, machine learning algorithm 
studies applied in healthcare services are 
classified in order to prevent the 
complexity and loss of time in algorithm 
selection. In addition, it is a compilation 
of studies that contain a lot of 
information, such as algorithm 
performance rates as a result of the 
applied algorithm. Furthermore, separate 
tables were created for diseases that 
threaten public health and rank first in 
the list of reasons of death in the world, 
and information about the performance 
results of the algorithm was also 
included. The study includes a total of 9 
diseases and many different algorithms. 

2. REVIEW OF NON-
COMMUNICABLE DISEASES  

Non-communicable diseases have 
significant impacts on the health and 
social welfare systems, leading to 
premature death and long-term illness or 
disability. The primary cause of death in 
this study is non-communicable diseases, 
which pose a concern to public health. 
Additionally, it intends to summarize the 
most effective algorithms that 
demonstrate high accuracy. In this 
context, many machine learning studies, 
such as early diagnosis, disease 
classification, and disease prediction 
studies, have been classified in detail. 

2.1. Heart Disease 

A systematic review of research has 
been showed to analyse machine learning 

studies in healthcare within the scope of 
the review study. Heart conditions top 
the list of fatal illnesses. Globally, heart 
disease is a leading cause of death, 
accounting for 17.9 million deaths 
annually, according to data from the 
World Health Organization (Anon n.d., 
2023). 

For this reason, studies such as the 
classification of heart disease, timely 
diagnosis, and risk of heart disease are 
important. As shown in Table 1, it 
summarizes machine learning algorithms 
for heart disease that were analyzed 
within the scope of the review, including 
the algorithm with performed the best 
accuracy rate, the problem addressed, the 
algorithms compared, and the results. 

In (Ahmed et al., 2020), the authors 
used a dataset of Cleveland heart patients 
for the year 2016, consisting of many data 
such as age, gender, blood sugar values, 
cholesterol values, and maximum 
heartbeat, and applied four algorithms to 
the dataset. Distinguish words with the 
title "hrtdis" from tweet streams and store 
them in Kafka. As a result, it aimed to 
predict whether a post contained 
symptoms of heart disease or not. The RF 
classifier outperformed better 
performance than other models, 
obtaining the highest accuracy of 94.9%. 

In (Mung and Phyu, 2020), the 
authors applied four algorithms 
separately to data sets consisting of lung 
cancer, heart disease, diabetes, and 
cervical cancer. To evaluate the dataset, 
compare it with Ensemble Learning (EL) 
NB, DT, and K-NN, and algorithms. The 
heart disease dataset contains 370 
patients and 14 attributes. The Ensemble 
learning algorithm gave the highest 
accuracy results in heart disease. 
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In (Li et al., 2020), the authors used a 
dataset with 297 patients and 13 features 
to diagnose heart disease patients. Many 
methods were used for heart disease 
prediction. As machine learning 
classifiers, the LR, ANN, K-NN, DT, NB, 
and SVM algorithms were employed. The 
best techniques for model evaluation and 
hyperparameter adjustment have been 
learned through the application of the 
cross-validation method. The classifiers' 
efficacy was evaluated using the features 
that feature selection algorithms had 
chosen. Four common feature selection 
techniques were used by the researchers 
on the dataset: FCMIM, MRMR, LASSO, 
and LLBFS. Features Selected by the 
Proposed algorithm with SVM algorithm 
provide a high accuracy rate. 

In (Sridhar and Kirubakaran, 2021), 
the authors studied the Cleveland heart 
patient dataset from the University of 
California database to find the best 
classifier to predict the diagnosis of heart 
disease patients, analyzed 252 out of 297 
patients. Applied RNN and CNN 
algorithms to a heart disease dataset. The 
accuracy result of the RDNN algorithm 
was 97.78%. 

In (Jothi et al., 2021) the authors used 
DT and K-NN algorithms to predict the 
level of risk for heart disease. The risk of 
heart disease was determined, and 
individuals who might have heart 
disease were predicted. The heart disease 
dataset includes 13 medical parameters 
such as age, gender, fast blood glucose, 
chest pain, etc. The results were produced 
using Python programming. As a result 
of the two algorithms, it was observed 
that the algorithm with the highest 
percentage of accuracy was the Decision 
Tree (DT) model, the accuracy rate of this 
algorithm was 81%. 

In (Waris and Koteeswaran, 2021), 
the authors enhanced the Python K-NN 
classifier with the goal of early 
identification and prediction of heart 
disease. Heart patients' dataset includes 
many pieces of information, such as 
smoking, eating habits, diabetes, and 
blood pressure. Pre-processing is the first 
phase in their five-step study format, the 
second step is the calculation of the data, 
the third step is the application of the K-
NN algorithm, the fourth step is to 
complete the class prediction phase, and 
the last step is to establish the algorithm's 
accuracy. The Novel K-NN algorithm 
gave better result, and the accuracy of 
algorithm was 93%.  

In (Hassan et al., 2021), to estimate 
the risk of heart disease, the scientists 
employed the SVM, NB, and DT 
algorithms. Finding the best machine 
learning model to forecast heart disease 
accurately was the goal of their research. 
The analysis demonstrates that the DT 
algorithm outperforms NB and SVM in 
terms of accuracy while also requiring 
minimum training time. The DT 
algorithm achieves an impressive 
accuracy of 98.3%. 

In (Taylan et al., 2023), the authors 
wanted to make heart disease prediction 
more convenient and reliable. The 
following methods tested: Gradient 
Boosting, K-NN, RF, DT, NB, and LR. 
Following extensive testing, the Logistic 
Regression algorithm emerged as the sole 
dominant algorithm, consistently 
obtaining accuracies of 91.6% and 90.8% 
in the majority of tests. However, in the 
last dataset, the RF algorithm 
outperformed all others, achieving the 
greatest accuracy of 98.6% in all tests. 

In (Basha et al., 2023), in their 
investigation, the authors employed a 
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variety of machine learning algorithms, 
including K-NN, NB, DT, SVM, and LR. 
Their study's primary goal is to create a 
model that can most accurately forecast 
heart disease. The algorithm with the best 

performance was the SVM algorithm, 
with an accuracy of 80%. The comparison 
algorithms and results are summarized in 
Table 1.  

 

Table 1. Machine Learning Algorithm Used for Heart Disease. 

Authors Year 
The Problem 

Handled 
Comparison 
Algorithms 

Results of 
Comparison 

Accuracy 
(%) 

Ahmed et 
al.  

2020 

Finding the 
optimal algorithm 

that provides 
better accuracy for 

heart disease  

NB, DT, K-
NN, 

Ensemble 
Learning 

Ensemble 
Learning 

algorithm was the 
best algorithm for 

all dataset. 

99.93 

Mung & 
Phyu 

2020 

Finding the best 
classification to 

predict diagnosis 
of heart patients 

DT, RF, 
SVM, LR 

Random Forest 
(RF) algorithm is 

the best predictor. 
94.9 

Li et al.  2020 

Identifying heart 
disease in a timely 

and efficient 
manner 

ANN, SVM,  
NB, DT, LR, 

K-NN, 

SVM algorithm is 
the best predictor. 

92.37 

Sridhar & 
Kirubakar

an  
2021 

Finding the best 
classification to 

predict diagnosis 
of heart patients 

RDNN, 
HNN 

It was decided that 
the Novel RDNN 
algorithm was the 

best algorithm 

97.78 

Jothi et al.  2021 
Estimating the risk 

level of heart 
disease 

K-NN, DT 

The aim is to 
establish a system 
that calculates the 

patient's 
probability of 
getting heart 

disease and the DT 
is the best. 

81 

Waris & 
Koteeswar 

2021 
To predict 

diagnosis of heart 
patients 

Novel K-
NN, K-NN 

It was decided that 
the Novel K-NN 

algorithm was the 
best algorithm. 

93 

 Hassan et 
al.  

2021 

Finding the best 
classification to 

predict diagnosis 
of heart patients 

DT, NB, 
SVM 

DT algorithm is 
the best predictor. 

98.3 
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Authors Year 
The Problem 

Handled 
Comparison 
Algorithms 

Results of 
Comparison 

Accuracy 
(%) 

Taylan et 
al.  

2023 

Finding the best 
classification to 

predict diagnosis 
of heart patients 

KNN, 
LR,GB, RF, 
NB,DT, LR 

Random Forest 
(RF) algorithm is 

the best predictor. 
98.6 

Basha et 
al.  

2023 
To predict 

diagnosis of heart 
patients 

SVM, KNN, 
LR, NB, DT 

SVM algorithm is 
the best predictor. 

80 

 

2.2. Diabetes Disease 
 
In 2015, there were 229 million people 

living with diabetes worldwide. By 2050, 
that figure is projected to rise to around 
1.3 billion people (Ong et al., 2023). 
Diabetes treatment is not only inadequate 
but also very costly. Therefore, it is very 
important to find the causes of diabetes, 
diagnose the disease early, and take 
precautions. Different algorithms for 
diabetes disease came together and are 
summarized in Table 2, with the methods 
with the maximum accuracy rate, the 
problem addressed, and the algorithms 
compared. As a result of the studies, 
Linear Discriminant Analysis (LDA), RF, 
NB, K-NN, SVM, DT, LR algorithms were 
obtained. 

In (Lukmanto et al., 2019), the authors 
used feature selection method and fuzzy 
SVM were employed for the purpose of 
classifying and detecting diabetes. The 
Pima dataset was utilized for analysis. 
The dataset includes many data points, 
such as blood pressure, glucose values, 
BMI, and insulin values. As a result, the 
fuzzy SVM algorithm's accuracy was 
89.02%. 

In (Mujumdar and Vaidehi, 2019), the 
authors used the Pima Indian dataset 
used to analyze glucose, BMI, age, 
insulin, etc. The aimed of study to design 

a diabetes prediction model to classify 
diabetes in a dataset. The researchers 
observed that LR gave the greatest 
accuracy of 96%, and in addition to the 
pipeline results, the AdaBoost classifier 
was better model with an accuracy of 
98.8%. The Extra Trees Classifier, RF, 
Gradient Boosting, LDA, and AdaBoost 
algorithms were used. 

In (Nguyen et al., 2019), the goal of 
the study the authors carried out was to 
forecast the development of type 2 
diabetes. Its goal was to use public 
hospital registry data for the US 
population to estimate the development 
of diabetes in patients. The dataset 
consisted of data from 9948 patients with 
type 2 diabetes between 2009 and 2011. 
80% of the dataset samples were used as 
the training, and 20% of the dataset was 
used as the testing. The dataset exhibits 
class imbalance, which was addressed by 
applying the SMOTE oversampling 
technique to the minority samples. Using 
an ensemble model without the SMOTE 
oversampling method, it achieved 82.12% 
accuracy. While using the SMOTE 
oversampling method, it did not improve 
accuracy but increased sensitivity from 
31.17% to 49.40%. 
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In (Tigga and Garg, 2020), the authors 
used an online system to collect data on 
the risk of diabetes in 952 samples with an 
18-question survey in India. Numerous 
characteristics are included in the dataset, 
including age, gender, BMI, smoking and 
alcohol consumption trends, and sleep 
habits. The SVM, LR, NB, RF, DT, and K-
NN algorithms were used to discovery 
the algorithm with the maximum 
accuracy rate. The RF algorithm is the 
best predictor with an accuracy of 
94.10%. 

In (Viloria et al., 2020), the authors 
used a Colombian patient data set. The 
researchers tried to predict the 
probability of patients having diabetes by 
using the SVM algorithm. The acquired 
findings encompassed outcomes such as 
diabetes, a tendency to diabetes, and the 
absence of diabetes. The SVM algorithm 
attained a good accuracy percentage of 
99.2%. 

In (Reddy et al., 2020), the authors 
used many classification algorithms in 
their study, such as NB, K-NN, SVM, and 
LR. The Pima dataset used, planned a 
diabetes prediction model for diabetes 

classification in the dataset. The main aim 
of their study is to design a model that 
predicts diabetes with maximum 
accuracy. With an accuracy of 98.48%, the 
RF algorithm demonstrated the best 
performance.  

In (Febrian et al., 2023), the authors’ 
study conducted a comparison of two NB 
and K-NN method in order to predict 
diabetes. This prediction was using 
supervised machine learning and a 
number of the health parameters in the 
dataset. Depending on the result, the 
Naive Bayes algorithm performed higher 
than KNN, at 76.07%. 

In (Uddin et al., 2023), the authors’ 
developed a model was designed to assist 
in the estimate of diabetes. The model 
consists of various machine learning 
techniques, including DT, LR, RF, NB, K-
NN, and SVM. The random forest 
method achieved excellent results, 
attaining a 97% accuracy rate on the 
diabetes dataset of 2019 and an 80% 
accuracy rate on the Pima Indian dataset. 
The comparison algorithms are 
summarized in Table 2.   

 
Table 2. Machine Learning Algorithm Used for Diabetes. 

Authors Year 
The Problem 

Handled 

Comparison 

Algorithms 

Results of 

Comparison 

Accuracy 

(%) 

Lukmanto 
et al.  

2019 
Classifying 

diabetes 
- 

It shows 89.02% 
accuracy in 

predicting diabetic 
patients. The SVM 

used. 

89.02 

Mujumda
r & 

Vaidehi  
2019 

To predict a model 
for diabetes 
classification 

AdaBoost, 
Gradient 
Boost, RF, 

LR, DT, LDA 

The algorithm that 
gives the best 
solution is the 

AdaBoost 
algorithm. 

98.8 
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Authors Year 
The Problem 

Handled 

Comparison 

Algorithms 

Results of 

Comparison 

Accuracy 

(%) 

Nguyen et 
al.  

2019 
Predicting patients 

with diabetes 
onset 

- 
Using an ensemble 

model achieves 
good results. 

82.12 

Tigga and 
Garg  

2020 
To predict diabetes 

risk 

LR, RF, DT, 
K-NN, SVM, 

NB 

The RF was the 
best estimator. 

94.1 

Viloria et 
al.  

2020 

Predicting the 
likelihood of 

patients having 
diabetes 

- 
The SVM showed 
results that were 

positive. 
99.2 

Reddy et 
al. 

2020 

To design a model 
that predicts 

diabetes with high 
accuracy 

SVM, K-NN, 
LR, 

NB.RF  

The RF showed 
the highest 

performance 
compared to other 

classifiers. 

98.48 

 Febrian et 
al.  

2023 
To predict 

diagnosis of 
diabetes 

KNN, NB 
NB algorithm is 

the best predictor. 
76.07 

Uddin et 
al.  

2023 

To design a model 
that predicts 

diabetes with high 
accuracy 

LR, SVM, 
DT, NB, 

LnR, KNN, 
RF 

The algorithm that 
gives the best 

solution is the RF 
algorithm. 

97 

 
2.3. Liver Disease

The liver, one of the most important 
organs in the body, is located in the upper 
left corner of the abdominal cavity. 
Numerous conditions affect the liver, 
including fatty liver, liver cancer, 
hepatitis, and typical liver disease issues. 
The increasing prevalence of chronic 
diseases, prolongation of life expectancy, 
and developments in science and 
engineering accelerate innovations in 
health technology (Behera et al., 2023). 
The review study looked for machine 
learning algorithms that compared 
different algorithms for liver disease and 
found the most accurate one. The 
problem that the studies tried to solved, 
the results of models were compared as 
shown in Table 3.  

In (Gatos et al., 2017), the authors 
employed an ultrasound shear wave 
electrography (SWE) imaging dataset in 
conjunction with a classification 
algorithm to classify chronic liver disease. 
The dataset consists of liver pictures 
obtained from a total of 126 individuals. 
Various techniques were employed on a 
dataset consisting of 126 patients. These 
techniques included pre-processing, the 
calculation of five stiffness values cluster 
segmentation, feature selection, and 
feature extraction. With the SVM model, 
the best value was obtained with the 
highest accuracy (93.5%) in the 
classification of chronic liver patients 
according to subject discrimination. 
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In (Gogi and Vijayalakshmi, 2018), 
the authors used many classification 
algorithms for the purpose of classifying 
or predicting liver patients. There has 
been discovered an approximately one-
to-one area under the curve (AUC). A 
confusion matrix shows the performance 
of the classification model on dataset. The 
dataset contains 572 patients, it has 394 
samples were predicted as "yes" and 178 
samples as "no.". The researchers 
employed the DT, LR, SVM, and Linear 
Discriminator algorithms. Using Matlab 
programming, the best algorithm is 
logistic regression, with ROC of 0.93 and 
accuracy of 95.8%. 

In (Thaiparnit et al., 2018), the 
authors performed classification for 
seven types of liver disease and used 359 
patient data points to classify liver 
disease. To evaluate the classification, set 
up five-fold cross-validation using the 
test hypothesis. Data rules section, OneR 
Rule, DT Stump technique, and Tree 
REPTreeve RF techniques were used. The 
RF algorithm gave better performance 
than other classification models. 

In (Wu et al., 2019), the authors 
created a model for estimate fatty liver 
disease (FLD) and early detection of liver 
disease using ANN, LR, NB, and RF. The 
RF model performed better performance 
than other classification models with an 
accuracy of 87.47%. It has been stated that 
the application of the RF model in the 
clinical setting can help doctors stratify 
fatty liver patients for early treatment, 
surveillance, primary prevention, and 
management. 

In (Srivenkatesh, 2019), the authors 
classified liver infections in order to 
forecast liver infections using various 
machine learning algorithms and to 

determine which algorithm was the most 
effective. The dataset utilized in this 
study comprised information from 583 
patients diagnosed with liver disease, 
encompassing ten distinct variables. The 
data was obtained from the Kaggle 
platform. In this study, five types of 
classifiers were applied to examine liver 
disease: K-NN, NB, RF, LR, and SVM. As 
a result of the study, the LR model 
showed higher performance than other 
classification algorithms. 

In (Shi et al., 2021), the authors 
conducted a retrospective evaluation of 
liver patient data spanning from January 
2013 to May 2017. The study used SVM, 
LR, NB and SVM algorithms to classify 
this dataset of 672 consecutive patients 
who underwent arcus aortic surgery. As 
a result of this study, the LR model 
showed better performance than other 
classification models.  

In (Md et al., 2023), the authors 
presented a new architecture that utilizes 
ensemble learning and improved pre-
processing techniques to forecast liver 
illness using the ILPD dataset. The pre-
processed data has been trained using 
various ensemble learning techniques, 
including extra tree, bagging, RF, 
gradient boosting, XGBoost, and 
stacking. The suggested model, utilizing 
the additional tree classifier and random 
forest, demonstrated superior 
performance compared to other methods, 
achieving maximum accuracy of 91.82% 
and 86.06%, respectively. 

In (Suárez et al., 2023), the authors’ 
aim of the study was to create a method 
for the detection of liver fibrosis risk. An 
extremely effective prediction model was 
developed for this particular goal using 
the extreme gradient boosting (XGB) 
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technique. The proposed method, XGB, 
outperformed existing machine learning 
classification algorithms in terms of 
accuracy. The XGB technique achieved 

the highest balanced accuracy, with a 
score of 93.16%. The comparison 
algorithms are summarized in Table 3. 

 

Table 3. Machine Learning Algorithm Studies Used for Disease. 

Authors Year 
The Problem 

Handled 

Comparison 

Algorithms 

Results of 

Comparison 

Accuracy 

(%) 

Gatos et al.  2017 

To classifying 

chronic liver 

disease. 

- 
The best 

algorithm is SVM. 
93.5 

Gogi & 

Vijayalaks

hmi  

2018 
To classifying 

liver patients 

SVM, LR, 

LDA,DT 

The best 

algorithm is LR. 
95.8 

Thaiparnit 

et al.  
2018 

To classifying 

liver patients 
- 

The RF algorithm 

that gives the best 

results. 

75.76 

Wu et al.  2019 
Predicting fatty 

liver disease 

RF, NB, 

ANN, LR 

The best 

algorithm is RF. 
87.47 

Srivenkate

sh  
2019 

Liver infection 

prediction 

classify 

RF,K-NN, 

NB, LR, 

SVM 

The best 

algorithm is LR. 
76.27 

Shi et al.  2021 

Examining the 

dataset of liver 

patients who 

underwent aortic 

arch surgery 

LR, SVM, 

RF, NB 

Logistic 

Regression has 

performed better. 

77 

Md et al.  2023 
To detecting 

Liver Disease 

GB, 

XGBoost, 

bagging, 

TC,RF, ET 

The algorithm 

that gives the best 

solution is the TC 

algorithm. 

91.82 

Suarez et 

al.  
2023 

To detecting 

Liver Disease 

SVM, BLDA, 

LR, KNN, 

DT, XGB 

The algorithm 

that gives the best 

solution is the 

XGB algorithm. 

93.16 
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2.4. Thyroid Disease 

The thyroid is a butterfly-shaped 

organ located in the front part of the neck. 

The hormones of the thyroid gland enter 

the bloodstream and regulate 

metabolism, controlling its speed. 

Thyroid disease poses a big risk to human 

life (Abbad et al., 2021). Therefore, 

studies conducted in this field are very 

important. In this review, machine 

learning algorithms in which different 

algorithms for thyroid disease are 

combined are analyzed. The most 

accurate algorithm is selected as the one 

with the highest accuracy rate, the 

problem addressed, and the algorithm 

compared with the results. It is 

summarized in Table 4. 

In (Tyagi et al., 2018), to identify 

thyroid problems early on, the authors 

used machine learning techniques. The 

dataset providing information about 

thyroid patients was utilized. The dataset 

includes information such as age, gender, 

and thyroid hormone values. Many 

machine learning algorithms were used, 

such as DT, SVM, and K-NN, to predict 

those at risk of developing thyroid 

disease. The algorithm that gives the best 

results is SVM, which has an accuracy of 

99.63%. 

In (Olatunji et al., 2021), the authors 

planned to build a system to detect 

thyroid disease at very early stages (pre-

symptomatic stage). The dataset from 

King Fahad Hospital in Saudi Arabia 

includes thyroid patients and various 

blood diseases. There are two classes in 

the dataset: normal patients and thyroid 

patients. In the dataset containing 14 

attributes, there are 109 thyroid patients 

and 109 normal patients. The ANN, SVM, 

RF, and NB algorithms were used in the 

study. The algorithm that gives the best 

results is RF, which has an accuracy of 

90.91%. 

In (Chaganti et al., 2022), the authors' 

goal was to forecast thyroid based on 

feature selection by using a variety of 

machine learning methods. The datasets 

come from the University of California, 

Irvine's (UCI) machine learning library. 

The dataset contains 7200 samples and 21 

attributes. As result of comparison 

among algorithms showed that, the 

algorithm that gave the best results was 

RF, which has an accuracy of 99%. 

In (Alshayeji, 2023), the authors 

suggested approach seeks to overcome 

current constraints in the field, including 

insufficiently detailed feature analysis, 

limited visualization capabilities, 

inadequate prediction accuracy, and 

unreliable results to predict early thyroid 

risk. Furthermore, the issue of overfitting 

was resolved with the use of 5-fold cross-

validation and data balancing utilizing 

the SMOTE. The proposed model 

demonstrated exceptional performance, 

achieving an accuracy of 99.5%, a 

sensitivity of 99.39%, and a specificity of 

99.59% when used with the boosting 

method. 
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In (Devi et al., 2023), the research's 

objective, according to the authors, is to 

create BCCM and BCRM models that 

have been precisely enhanced by soft 

blending, utilizing the cumulative 

predicted probabilities of classifiers to 

predict thyroid disease. This 

investigation uses a dataset from the 

University of California Irvine (UCI) 

machine-learning repository, consisting 

of 3163 patient records and 23 

independent features. The BCCM 

demonstrated a remarkable accuracy of 

99.7%. 

Table 4. Machine Learning Algorithm Used for Thyroid Disease. 

Authors Year 
The Problem 

Handled 

Comparison 

Algorithms 

Results of 

Comparison 

Accuracy 

(%) 

Tyagi et 

al.  
2018 

Predicting 

thyroid 

disease 

SVM, K-NN, 

DT 

SVM was the 

algorithm that gave 

the best results. 

99.63 

Olatunji et 

al.  
2021 

Predicting the 

possibility of 

thyroid 

disease 

RF, ANN, 

SVM, NB 

The best performing 

algorithm is RF. 
90.91 

Chaganti 

et al.  
2022 

To predict 

thyroid 

disease 

RF, LR, 

GBM, ADA, 

SVM 

The best performing 

algorithm is RF. 
99 

Alshayeji  2023 

To predict 

early thyroid 

risk  

LR, NN, DT, 

SVM, KNN, 

Bagging, 

Boosting 

The algorithm that 

gives the best solution 

is the proposed model  

with Boosting 

algorithm. 

99.5 

Devi et al.  2023 

Predicting the 

possibility of 

thyroid 

disease 

LR, KNN, 

SVM, GNB, 

DT, RF,GB, 

RC, SGB, 

BCCM, 

BCRM 

The algorithm that 

gives the best solution 

is the proposed model  

with BCCM. 

99.7 

 

2.5. Breast Cancer

Breast cancer, one of the leading 

gynaecological diseases, is one of the 

most fatal diseases; early diagnosis 

reduces the risk of death. Therefore, 

studies carried out in this field are very 

important. The review study provides a 

summary of machine learning algorithms 

focused on breast cancer, encompassing 
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several algorithms (Tewari et al., 2022; 

Khorshid & Abdulazeez, 2021). The 

algorithm with the highest accuracy rate 

and the particular problem it targets are 

shown in Table 5, the algorithms that 

were compared, and the corresponding 

outcomes. NB, RF, SVM, DT, LR, K-NN, 

LDA, ANN, Radial Basis Function Kernel 

SVM algorithms were applied in the 

studies. 

In (Karthikeyan et al., 2020), the 

authors’ study, employed three primary 

algorithms in conjunction with the WBC 

dataset with the objective of determining 

the optimal machine learning algorithm. 

The algorithms used were K-NN, RF, and 

NB. In order to find the best classification 

accuracy, compared the efficiency and 

effectiveness of these algorithms in terms 

of accuracy, precision, sensitivity, and 

specificity, and as a result, the K-NN 

algorithm was found to be the best 

performing algorithm compared to the 

other algorithms, with an accuracy of 

95.90%. 

In (Vaka et al., 2020), the authors 

aimed to present a new method to detect 

breast cancer using machine learning 

techniques. The proposed method 

produced very accurate and efficient 

results compared to existing methods. 

The DNNS method: the proposed 

method is based on the support value in 

a deep neural network. For comparison, 

machine learning algorithms such as NB 

and SVM were used. The experimental 

findings demonstrate that the suggested 

DNNS method outperforms the current 

approaches by a substantial margin. 

In (Sarkar et al., 2021), the authors 

performed miRNA analysis to classify 

breast cancer. In breast cancer, tumour 

suppressor microRNAs and downstream 

signalling pathways are responsible for 

the tumour. In order to obtain this list of 

microRNAs, machine learning 

algorithms were used. The study consists 

of two stages. In the first stage, by looking 

at the accuracy of classifying the dataset, 

Using ANN, SVM, DT, K-NN, RF, NB, 

and DISCR algorithms, the best accuracy 

was selected. In the second stage, the 

classification of breast cancer subtypes 

was performed. Compared to the other 

six methods, the Random Forest (RF) 

algorithm yielded comparatively higher 

accuracy (76.5761%). 

In (Gopal et al., 2021), Using Internet 

of Things devices, the authors employed 

machine learning algorithms for the 

purpose of classifying and selecting 

breast cancer features. The researchers 

employed the Wisconsin Breast Cancer 

Dataset (WBCD) for their analysis. There 

are 32 features and 569 examples in the 

dataset. LR, MLP, and RF classifiers were 

used, and the MLP gave better accuracy 

rate than others. 

In (Wu and Hicks, 2021), the authors 

used two main machine learning 

algorithms on their Wisconsin breast 

cancer dataset. It aimed to classify the 

disease of breast cancer. It was suggested 

to compare the NB and K-NN algorithms, 

and cross-validation was used to assess 
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each algorithm's correctness. After 

making an accurate comparison between 

the algorithms, the K-NN algorithm 

achieved a higher efficiency of 97.51%. 

In (Al-Azzam and Shatnawi, 2021), 

the authors aimed to evaluate and 

compare the performance and accuracy 

of classification algorithms for breast 

cancer prediction. Nine machine learning 

classification algorithms were employed, 

encompassing both supervised and semi-

supervised learning approaches. These 

are: GNB, RF, LR, LSVM, DT, RBFSVM, 

Xgboost, K-NN, and Gradient Boosting, 

were used on the Wisconsin Diagnostic 

Cancer dataset. K-fold cross-validation 

was used, and the hyperparameters were 

tuned, to guarantee the model's 

dependability. The best accuracy of 98% 

was attained by the semi-supervised LR 

method and the supervised KNN model 

technique. 

In (Khorshid et al., 2021), The 

authors' goal was to assess and contrast 

the algorithms for performance 

classification. The following classifiers' 

performances are compared: Weighted 

K-NN, SVM, LR, K-NN, and GNB. A 

source of the dataset was the UCI 

Machine Learning Repository. This 

project's main goal is to classify women 

with breast cancer using machine 

learning algorithms, with an emphasis on 

accuracy. In comparison to the other 

classifiers, the results show that weighted 

K-NN (96.7%) attained the highest level 

of accuracy. 

In (Ebrahim et al., 2023), the National 

Cancer Institute (NIH), in the United 

States, provided the authors with a 

dataset comprised of 1.7 million datasets. 

The accuracy evaluation took into 

account both deep learning and 

traditional learning techniques. The 

study included ensemble techniques 

(ET), logistic regression (LR), support 

vector machines (SVM), classical decision 

trees (DT), linear discriminants (LD), and 

logistic regression (LR). For comparison, 

the study used recurrent neural network 

(RNN), deep neural network (DNN), and 

neural network algorithms. With a score 

of 98.7%, the DT algorithm had the 

highest accuracy.

Table 5. Machine Learning Algorithm Used for Breast Cancer. 

Authors Year 
The Problem 

Handled 

Comparison 

Algorithms 

Results of 

Comparison 

Accurac

y 

(%) 

Karthikey

an et al  
2020 

Classifying 

breast cancer 

NB, K-NN, 

RF 

The K-NN algorithm 

gave a better result. 
95.90 

Vaka et al.  2020 
Early 

detection of 

breast cancer 

SVM, NB, 

DNNS  

The DNNS algorithm 

gave the best result. 
97.21 



Mohammed & Abdulazeez. Healthcare Diseases Classification Based on Machine...| 232 

 

 

 

 

Authors Year 
The Problem 

Handled 

Comparison 

Algorithms 

Results of 

Comparison 

Accurac

y 

(%) 

provide 

diagnostics 

Sarkar et 

al.  
2021 

Predicting 

breast cancer 

subtype 

KN-NN, 

DT, RF, 

SVM, ANN,  

NB, DISCR 

RF provided accuracy 

that was relatively 

better than the other 

six techniques. 

76.58 

Gopal et 

al.  
2021 

Ensuring early 

predict of 

breast cancer 

RF, MLP, LR 

The MLP was found to 

be the best-performing 

algorithm. 

98 

Wu and 

Hicks  
2021 

Classifying 

breast cancer 

NB, K-NN, 

RF 

The K-NN algorithm 

gave the best result. 
97.51 

Al-Azzam 

& 

Shatnawi  

2021 

Early 

detection of 

breast cancer 

provide 

diagnostics 

LR, GNB, 

SVM, RBF 

SVM, DT, 

RF, K-NN 

Xgboost, 

Gradient 

Boosting,  

The KNN model for a 

and LR algorithms 

gave the highest 

accuracy. 

98 

Khorshid 

et al.  
2021 

Classifying 

breast cancer 

breast  

SVM, KNN, 

LR, 

Weighted K-

NN, GNB,  

The algorithm that 

gives the best solution 

is the Weighted K-NN 

algorithm. 

96.7 

Ebrahim 

et al.  
2023 

Classifying 

breast cancer 

DT, LD, LR, 

SVM, ET, 

DNN, RNN, 

PNN 

The algorithm that 

gives the best solution 

is the DT algorithm. 

98.7 

 

2.6. Cardiac Arrest 

Cardiac arrest is when the heart no 

longer performs its pumping function. 

Cardiac arrest is different from a heart 

attack. A heart attack is usually a reaction 
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to fat accumulating in the heart vessels. 

Cardiac arrest occurs suddenly and 

unexpectedly (Majumder et al., 2019). 

Therefore, studies conducted in this field 

are very important. Table 6 summarizes 

the machine learning algorithms for 

cardiac arrest that were analyzed within 

the literature review, comprising the 

problem solved, the methods compared, 

the algorithm with the highest accuracy 

rate, and the outcomes. Table 6 shows the 

following algorithms: NB, RF, SVM, DT, 

LR, K-NN, ANN, and GNB. 

In (Chauhan et al., 2019), the authors 

aimed to examine different machine 

learning algorithms to predict the 

possibility of cardiac arrest. After 

applying SVM, RF, DT, LR, and ANN 

algorithms to the dataset to predict the 

occurrence of cardiac arrest in patients, it 

was determined that the best-performing 

algorithm was ANN, and its accuracy 

was 85%. 

In (Chang et al., 2019), the authors, 

created two tasks to detect cardiac arrest. 

In the first task, The AUROC curve was 

used, and in the second, The region 

beneath the precision-recall curve was 

computed using machine learning 

techniques. Static data includes values 

such as age, gender, height, weight, 

temperature, etc., while dynamic data 

includes vital signs such as mean arterial 

pressure, systolic blood pressure, pulse 

rate, respiratory rate, body temperature, 

etc. The NB, SVM, and RF algorithms 

were used. The RF gave better 

performance than others. 

In (Kwon et al., 2019), the authors 

conducted a survival analysis of patients 

who experienced cardiac arrest after 

discharge. Its goal was to create a DCAPS 

that could forecast illness recovery and 

discharge survival. In validation data, the 

accuracy of DCAPS's area under the 

receiver operating characteristic curve 

(AUROC) for predicting neurological 

recovery was 95.3%, Logistic Regression 

was 94.7% accurate, Random Forest (RF) 

was 94.3% accurate, Support Vector 

Machine (SVM) was 93.0% accurate, and 

conventional methods from a previous 

study were 81.7% accurate. DCAPS 

surpassed the conventional approach and 

other machine learning techniques in its 

ability to predict neurological 

improvement and survival for the correct 

discharge of OHCA patients. 

In (Javan et al., 2019), the authors 

aimed to predict cardiac arrests due to 

sepsis in adult patients. It also looked into 

how the vital sign time-series dynamics 

affected the cardiac arrest prediction. 

Classifiers like XGBoos, MLP, K-NN, 

SVM, DT, LR, GNB, and RF are among 

the machine learning methods that are 

employed. The best-performing 

algorithm was Random Forest (RF). 

In (Hirano et al., 2021), the authors 

aimed to develop a patient's cardiac 

arrest prediction model. Japan gathered 

data on 43,350 people who suffered from 

cardiac arrest outside of a hospital, and 

patients younger than 18 years of age or 

patients whose cardiac arrest occurred 

due to a factor were not included. The 

results of LR, RF, SVM, and MLP 
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algorithms were compared. The results 

are within the 95% confidence interval 

and are evaluated with a 5% margin of 

error. In validation analyses, 86.6% 

accuracy was determined for SVM, 87.7% 

for RF, and 88.8% for MLP classifiers. It 

was determined that the best estimator 

was the Multilayer Perceptron classifier. 

In (Safa and Pandian, 2021), the 

authors aimed to calculate the stress 

analysis of cardiac arrest patients. The 

study consists of temperature, blood 

pressure, pulse, and stress-related cardiac 

patients' data. The prediction model for 

stress analysis trained DT, SVM and K-

NN algorithms. A dataset related to heart 

disease was used to evaluate the 

algorithms. The outcome demonstrates 

how much more effective the K-NN 

classification method was than the SVM 

and DT algorithms. 

In (Shashikant and Chetankumar, 

2023), the authors aimed to develop a 

patient's cardiac arrest prediction model 

based on smokers by analysing heart rate 

variability (HRV) factors. They aimed to 

assess and compare the predictive 

accuracy of DT, LR, and RF models in 

identifying the occurrence of cardiac 

arrest among individuals who smoke. 

The random forest model demonstrated 

the highest accuracy in classification, 

followed by the decision tree, while 

logistic regression exhibited the lowest 

accuracy in classification. The accuracy 

performance of the random forest was 

93.61%. 

In (Javeed et al., 2023), the authors 

planned to build a system to predict 

death in cardiac patients to tackle this 

issue. The newly suggested method 

utilized a χ2 statistical model to prioritize 

the characteristics within the dataset. 

There are 368 samples altogether and 55 

attributes in the dataset that the 

suggested model is based on. Comparing 

the suggested model, χ2_RF, to other 

techniques, it obtained the highest 

accuracy of 94.59%. 

Table 6. Machine Learning Algorithm Used for Cardiac Arrest. 

Authors Year 
The Problem 

Handled 

Comparison 

Algorithms 

Results of 

Comparison 

Accuracy 

(%) 

Chauhan 

et al.  
2019 

Predicting the 

possibility of 

cardiac arrest 

SVM, RF, DT, 

LR,  

ANN 

The best performing 

algorithm is 

Artificial Neural 

Networks (ANN). 

85 

Chang et 

al.  
2019 

Predicting the 

possibility of 

cardiac arrest 

NB, SVM, RF 

The best performing 

algorithm is RF 

. 

88 
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Authors Year 
The Problem 

Handled 

Comparison 

Algorithms 

Results of 

Comparison 

Accuracy 

(%) 

Kwon et 

al.  
2019 

To analyze 

the survival 

of patients 

with cardiac 

arrest after 

discharge. 

LR, RF, SVM, 

DCAPS 

The best performing 

algorithm is DCAPS. 
97.6 

Javan et 

al.  
2019 

Predicting 

cardiac arrest 

due to 

infection 

K-NN, GNB, 

SVM, DT, LR, 

Gradient 

boosting, 

XGBoost, RF 

The best performing 

algorithm is RF. 
95 

Hirano et 

al.  
2021 

Predicting the 

possibility of 

cardiac arrest 

LR, SVM, 

RF,MLP 

The best performing 

algorithm is MLP. 
88 

Safa & 

Pandian  
2021 

Analysing the 

stress of 

cardiac arrest 

patients 

K-NN, SVM, 

DT 

The best performing 

algorithm is K-NN. 
85.98 

Shashikan

t & 

Chetanku

mar  

2023 

Predicting the 

possibility of 

cardiac arrest 

LR, DT, RF 

The algorithm that 

gives the best 

solution is the RF 

algorithm. 

93.61 

Javeed et 

al.  
2023 

to build a 

system to 

predict in 

cardiac arrest 

NB, LR, DT, 

RF, KNN, 

SVM.., 

Proposed 

Model 

The algorithm that 

gives the best 

solution is the 

Proposed Model 

algorithm. 

94.59 

 

2.7. Chronic Kidney Disease

When the kidney loss of function 

over time is called chronic kidney failure 

or chronic kidney disease. Loss of kidney 

function over time puts human life at 

risk. Studies carried out in this field are of 

great importance (Dritsas and Trigka, 

2022). Table 7 shows the results, the 

problem is solved, and the algorithms 

that were compared. It also shows which 

algorithm had the highest accuracy rate. 

Table 9 shows the following algorithms: 



Mohammed & Abdulazeez. Healthcare Diseases Classification Based on Machine...| 236 

 

 

 

 

RF, GNB, SVM, K-NN, DT, ANN, MLP, 

LDA, LR algorithms. 

In (Rabby et al., 2019), the authors 

used classification algorithms to diagnose 

chronic kidney disease. In one part, the 

dataset was divided into training and 

testing. Many classification algorithms 

have been used. The algorithms with 

high accuracy rates were the RF, DT, and 

GNB algorithms. These algorithms, 

which show 100% accuracy, can classify 

chronic kidney patients. The researchers 

also created a mobile application that 

utilizes the most effective output 

outcomes classifier technique to forecast 

kidney disease based on patient reports. 

In (Almansour et al., 2019), the 

authors aim of the study is to diagnose 

chronic kidney patients early. 

Comparison by applying classification 

algorithms to a dataset of 400 patients 

and 24 features relevant to the diagnosis 

of chronic kidney disease. The analysis 

was completed with ANN and SVM 

algorithms. According to the empirical 

results obtained from the applications, 

the accuracy of the ANN algorithm was 

99.75% and the accuracy of the SVM 

algorithm was 97.75%. Although the 

results of both algorithms were good, the 

algorithm gave the highest accuracy rate 

was the ANN algorithm. 

In (Chaithra et al., 2023), the authors 

investigated the early diagnosis of 

chronic kidney disease. A system has 

been created to predict patients who are 

at risk of developing chronic kidney 

disease. The dataset contains 445 chronic 

kidney patients. The study utilizes an 

online data set obtained from the UCI 

Machine Learning Repository as well as a 

real-time data set collected from Khulna 

City Medical College. The RF had an 

accuracy of 97.12%, and AN had an 

accuracy of 94.5%. As a result of the 

study, the algorithm with a high 

probability of accuracy was the Random 

Forest (RF) algorithm. 

In (He et al., 2021), the authors aimed 

to kidney injury frequently occurs as a 

complication following liver 

transplantation and serves as a sign of 

unfavorable prognosis. The dataset used 

was from a total of 493 patients who 

underwent brain death post-liver 

transplantation (DCDLT). Compared 

patients with and without acute kidney 

injury. LR, DT, RF, and SVM algorithms 

were used for prediction. The algorithm 

with the highest accuracy rate was 

determined to be RF. 

In (Swain et al., 2023) the authors’ 

objective of the study is to create a 

machine-learning model capable of 

utilizing publicly accessible data to 

predict the likelihood of chronic kidney 

disease. Data pre-processing techniques 

were applied to this dataset to create a 

universal model. Among the several 

applied learning techniques, SVM and RF 

demonstrated the most favorable 

outcomes in terms of false-negative rates 

and test accuracy, achieving rates of 

99.33% and 98.67%, respectively. 

Nevertheless, the SVM outperformed RF 
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in terms of performance when assessed 

using 10-fold cross-validation. 

In (Kumar et al., 2023), the authors 

introduced an innovative deep-learning 

model that integrates a fuzzy deep neural 

network for detecting and predicting 

kidney illness. The dataset originates 

from the Changhua Christian Hospital in 

Taichung, Taiwan. After removing 

patients' identifying information, a 

dataset consisting of 5617 records from 

January 1, 2000, to July 27, 2017, was 

acquired. The results indicate that the 

suggested model achieves a remarkable 

accuracy of 99.23%, surpassing the 

performance of existing techniques. 

 

Table 7. Machine Learning Algorithm Used for Chronic Kidney Disease. 

Authors Year 
The Problem 

Handled 
Comparison 
Algorithms 

Results of 
Comparison 

Accuracy 
(%) 

Rabby et 
al.  

2019 

To diagnose 
chronic 

kidney disease 
early 

Gradient 
boosting, K-
NN, ANN, 

LR DT, 
GNB, RF, 
SVM, RF, 
AdaBoost, 

LD  

The best-
performing 

algorithms were 
the DT, RF, and 

GNB algorithms. 

100 

Almansour 
et al.  

2019 

To diagnose 
chronic 

kidney disease 
early 

ANN, SVM 

The best-
performing 

algorithm was the 
ANN algorithm. 

99 

Chaithra et 
al.  

2020 

To diagnose 
chronic 

kidney disease 
early 

RF, ANN 

The best-
performing 

algorithm was the 
RF algorithm. 

97.12 

He et al.  2021 

To create a 
system for 

predict 
chronic 
kidney 
disease. 

LR, RF, 
SVM, DT 

The best-
performing 

algorithm was the 
RF algorithm. 

79 

Swain et al.  2023 

To diagnose 
chronic 

kidney disease 
early 

SVM, RF 

The best-
performing 

algorithm was the 
SVM algorithm. 

99.3 

Kumar et 
al.  

2023 
To Detecting 

kidney disease  
- 

The best 
performing 

algorithm is fuzzy 
deep neural 

network 

99.23 
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2.8. Alzheimer’s Disease 

Alzheimer's disease (AD) is a 

geriatric condition. Some parts of the 

brain begin to become increasingly 

damaged over time, and as a result, it is a 

disease that disrupts all daily activities 

and behaviors, especially memory 

(Franciotti et al., 2023). A compilation 

study looked at machine learning 

algorithms that combine different 

algorithms for Alzheimer's disease. Table 

8 shows the results, the problem is 

solved, and the algorithms that were 

compared. It also shows which algorithm 

had the highest accuracy rate. Table 8 

shows the following algorithms: NB, RF, 

SVM, DT, K-NN, ANN, MLP, Extreme 

Learning Machine (ELM), Extreme 

Learning Machine (GPR), Partial Least 

Squares (PLS), and SVM-DA algorithms. 

In (Lodha et al., 2018), the authors 

aimed to analyze the brain images of 

Alzheimer's patients. 

Neuropsychological and objective 

assessments were investigated to see if 

there was a relationship between them. 

To detect the disease early, machine 

learning classification algorithms have 

been used. SVM, ANN and RF algorithms 

were used. The algorithm with the better 

accuracy rate was the ANN algorithm, 

with an accuracy of 98.36%. 

In (Zhang et al., 2019), the authors 

aimed to identify early detection of 

patients with Alzheimer's disease. In 

addition to clinical information, voxel-

based morphometry (VBM) parameters 

and tissue parameters were used in the 

AD data in the neuroimaging initiative. 

Used 10-fold cross-validation to estimate 

the performance of models. The proposed 

methods were applied to data from 58 

patients with Alzheimer's disease and 94 

normal controls and achieved a 

classification accuracy of up to 96% with 

the ELM model. The results for the other 

three models are 82% PLS, 79% GPR, and 

75% SVM. The results were optimal in 

distinguishing Alzheimer's patients from 

normal control patients, and therefore 

this study may be useful for the diagnosis 

of Alzheimer's. 

In (Neelaveni and Devasana, 2020), 

the authors used machine learning 

algorithms to diagnose Alzheimer's 

disease early by using psychological 

parameters such as age, number of visits, 

MMSE, and education of AD patients. 

The MMSE score, age, number of visits, 

and education of the patients are 

important parameters that greatly 

assistance in predicting the AD disease. 

The SVM and DT algorithms were tested 

with 70% training and 30% test datasets. 

The best performing algorithm was the 

SVM algorithm, with an accuracy of 85%. 

In (Khan and Zubair, 2022), the 

authors used data from the open access 

imaging studies series OASIS database of 

MRI brain images for analysis. The 

dataset consists of 343 samples of MRI 

sessions involving 150 subjects. To 

classify longitudinal brain MRI data for 

Alzheimer's diagnosis into two classes: 

with and without dementia, MMSE, 



239 | International Journal of Informatics Information System and Computer Engineering 5(2) (2024) 218-252 

 

 

CDR, and ASF were used in the analysis. 

The planned machine learning pipeline 

created a classifier system with data 

transformation and feature selection 

techniques embedded in the 

experimental and data analysis designs. 

The best-performing algorithm was the 

RF algorithm, with an accuracy of 86.84%. 

In (Rangaswamy et al., 2020), the 

authors aimed to find the best 

classification algorithm to diagnose 

Alzheimer's disease. It has compiled a 

dataset of 20,401 harmful and 37,452 

normal genetic variations from the 

GWAS and GTEx portals, respectively. 

The RFECV used to select important 

features was followed by forward feature 

selection to distinguish between harmful 

and neutral variants, and the RF classifier 

was used and it has an accuracy of 

81.21%. 

In (Uysal and Ozturk, 2020), the 

authors proposed a system that can be 

used to decide between patients with AD, 

mild cognitive impairment (MCI), and 

cognitive normal (CN). For the 

established model, the dataset contains 

482 patients, divided into 160 (33.2%) for 

testing and 322 (66.7%) for training. A 

dataset was generated using gender, age, 

diagnosis, and measurements of right 

and left hippocampus volume. Prediction 

performances were evaluated by 

classifying them among all diagnostic 

groups. Since the left hippocampus 

volume value gave more successful 

prediction results than the right 

hippocampus in every model, it has 

examined a new area by adding the age 

and gender parameters that did not 

include the right hippocampus value, 

and this proved that the success rate 

increased. KNN performed with 80% 

accuracy, and GNB performed with 82% 

accuracy when the right hippocampus 

volume value was not included. The 

gender and age features had positive 

effects for each algorithm. 

In (Ryzhikova et al., 2021), the 

authors developed a new method to 

diagnose AD based on cerebrospinal 

fluid. Raman Spectra of Cerebrospinal 

Fluid (CSF) samples were obtained from 

21 individuals diagnosed with AD and 16 

healthy control (HC) subjects. The ANN 

and SVM-DA were used for 

differentiation purposes, and the most 

successful results observed were the 

differentiation of Alzheimer's disease and 

healthy control subjects with 84% 

accuracy. 

In (Salehi et al., 2023), the authors 

used LSTM to MRI data in order to 

address the limitations of traditional 

methods for detecting AD. The main goal 

of the study was to design a model for 

detecting Alzheimer's disease early. They 

obtained a batch of MRI data from the 

Kaggle source, which was used to train 

the LSTM. The performance of the model 

they developed was exceptional, with an 

AUC of 0.97 and an accuracy of 98.62%. 
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Table 8. Machine Learning Algorithm Used for Alzheimer's Disease. 

Authors Year 
The Problem 

Handled 

Comparison 

Algorithms 

Results of 

Comparison 

Accuracy 

(%) 

Lodha et 

al.  
2018 

Analyzing 

brain images 

of 

Alzheimer's 

patients 

SVM, RF, 

ANN 

ANN was the 

algorithm that gave 

the best results. 

98.36 

Zhang et 

al.  
2019 

Detecting 

Alzheimer's 

disease early 

SVM, GPR, 

PLS, ELM 

The best performing 

algorithm is ELM 

. 

96 

Neelaveni 

& 

Devasana  

2020 

Detecting 

Alzheimer's 

disease early 

DT, SVM 

The best performing 

algorithm is SVM 

 

85 

Khan & 

Zubair  
2022 

Categorizing 

brain MRI 

data for 

Alzheimer's 

diagnosis and 

dichotomizin

g into 

dementia and 

non-

dementia. 

ExtraTree, 

DT, NuSVC, 

AdaBoost, 

GradientBoo

sting, 

GNB, Ridge, 

K-NN,RF 

RF was the algorithm 

that gave the best 

results. 

86.84 

Rangaswa

my et al.  
2020 

To diagnose 

Alzheimer's 

disease. 

XgBoost, 

AdaBoost, 

ANN, RF 

The best performing 

algorithm is RF 

 

81.21 

Uysal & 

Ozturk 

2020 

2020 

To separate 

between 

patients with 

AD, MCI, 

and CV 

K-NN, LR, 

SVM, DT, 

RF, GNB 

The best performing 

algorithms are GNB 

and KNN 

 

80 / 82 

Ryzhikov

a et al.  
2021 

Developing a 

new method 

to diagnose 

ANN, SVM-

DA 

The best performing 

algorithms are ANN 

and SVM-DA 

84 
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Authors Year 
The Problem 

Handled 

Comparison 

Algorithms 

Results of 

Comparison 

Accuracy 

(%) 

Alzheimer's 

Disease 

 

Salehi et 

al.  
2023 

To detect 

Alzheimer's 

disease early 

- 

The algorithm that 

gives the best 

solution is the 

proposed LSTM 

model. 

98.62 

 

3. REVIEW OF COMMUNICABEL 

DISEASES 

Small organisms like bacteria, 
viruses, fungi, or parasites that enter the 
body can cause illnesses known as 
communicable diseases. There are many 
different types of infectious diseases and 
transmission methods. in this review 
study, the COVID-19 disease, which is 
highly transmissible and has been 
officially designated as a public health 
crisis in recent times, is also 
encompassed. 

3.1. COVID-19 Disease 

The World Health Organization 
named the infectious disease caused by 
the SARS-CoV-2 virus COVID-19 in 
February 2020. The World Health 
Organization declared this pandemic a 
public health emergency of international 
concern on January 30, 2020. At first, it 
was not considered a serious case, but the 
rapid spread of the infection and its high 
mortality rate soon caused many 
problems in healthcare systems all over 
the world (Sun et al., 2020). 

In this study, different algorithms for 
COVID-19 disease, which were screened 
within the scope of this study, came 
together. machine learning algorithm 
with the highest accuracy, and the 

problem addressed, the comparison 
algorithms and results are summarized in 
Table 9. As a result of the search, SVM, 
RF, DT, ANN, LR, K-NN, Polynomial 
Regression (PR) algorithms were used in 
the studies. 

In (Gambhir et al., 2021), the authors 
analyzed the transmission trend of 
COVID-19 disease in India. The dataset 
from the Indian Ministry of Health and 
Family Welfare and data from January 22, 
2020, to June 24, 2020, a total of 154 days, 
were used. Compared SVM and PR. The 
increase in cases was predicted for July 
and August and showed approximately 
93% accuracy. 

In (Bayat et al., 2021), the authors 
aimed to develop a model, when the 
number of tests is not sufficient to 
diagnose SARS-CoV-2 disease, other 
methods are tried to identify the disease. 
They used a machine learning 
classification models to analyze the 
relationship between test results and the 
test date of SARS-CoV-2 with 20 routine 
laboratory tests collected over a 2-day 
period. The dataset was used for SARS-
CoV-2, it contains 75,991 patients 
receiving inpatient and outpatient 
treatment. It has been compared with 
positive and negative results. As a result 
of the study, the accuracy was 86.4%. 
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In (Saha et al., 2021), the authors 
aimed to diagnose COVID-19 by 
examining patients' chest X-ray images. It 
has proposed an automatic detection 
scheme called EMCNet and developed 
the model using a CNN. The dataset was 
separated into two parts: training and 
testing. The dataset consists of 4600 
patients in total. After data preprocessing 
and data splitting completed the CNN 
model. As obtained outputs, it compared 
with other algorithms. The CNN 
algorithm reached an accuracy rate of 
96.52%. The RF, SVM, DT, and AdaBoost 
machine learning algorithms were used. 
These algorithms outputs have provided 
good results. The classification algorithm 
that performed the best performance in 
this classification was SVM with an 
accuracy of 96.96%. 

In (Pourhomayoun and Shakibi, 
2021), the authors used a dataset 
consisting of 307,382 patient samples and 
more than 2,670,000 laboratory-
confirmed COVID-19 patients from 146 
countries around the world. The study 
aimed to identify who should be taken 
care of first and who has a higher priority 
for hospitalization in hospitals and 
medical facilities. In addition, they also 
proposed an artificial intelligence model 
that would help prevent overcrowding in 
the system and eliminate delays in 
providing necessary care. The results 
show an overall accuracy of 89.98% in 
predicting mortality. Many classfication 
algorithms were used, including ANN, 
SVM, RF, DT, LR) and KNN to predict 
death rate in COVID-19 patients. The 
best-performing algorithm was Artificial 
Neural Networks (ANN), which had an 
accuracy rate of 89.98%. 

In (Alves et al., 2021), the authors 
aimed to develop a model for predicting 

the diagnosis of COVID-19 through 
machine learning algorithms based on 
routine blood test results using a publicly 
available anonymous dataset. The raw 
dataset contains 5644 samples and 111 
features. The DT and RF algorithms were 
used to decide the model using the 
criteria graph. As a result of the study, the 
algorithm with the highest accuracy rate 
was the RF algorithm, with an accuracy of 
88%. 

In (Liu et al., 2023), the authors aimed 
to develop a classification model for 
predicting the diagnosis of COVID-19 
through machine learning algorithms. 
The objective is to utilize omics data from 
a substantial cohort to initially predict the 
COVID-19 status (positive or negative) of 
patients and subsequently assess the 
severity of the disease. In the COVID-19 
diagnosis, the multilayer perceptron 
model had the greatest AUC of 0.99, 
while the LR model achieved the highest 
F1-score of 0.95. Regarding the job of 
predicting severity, they attained the best 
level of accuracy, specifically 0.76, 
utilizing a logistic regression model. The 
study discovered that machine learning 
models exhibited superior performance 
when applied to integrated multi-omics 
data as opposed to single-omics data. 

In (Arowolo et al., 2023), the authors 
machine learning techniques, specifically 
ABC and SVM, to forecast COVID-19 for 
an IoT data system. The system 
underwent evaluation using a confusion 
matrix, yielding the following results: 
95% accuracy, 97% precision, and 96% F1 
score for ABC-LSVM. Additionally, the 
system achieved 97% accuracy, 100% 
precision, and 97% F1 score, for ABC-Q-
SVM. Fetching pertinent data from IoT 
systems prior to classification has been 
found to be advantageous.
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Table 9. Machine Learning Algorithm Used for COVID-19 Disease.

 

 

Authors Year 
The Problem 

Handled 
Comparison 
Algorithms 

Results 
Accuracy 

(%) 

Gambhir 
et al.  

2021 

Identifying a 
COVID-19 

diagnosis by 
examining chest 

X-ray images 

RF, SVM, DT, 
AdaBoost 

SVM is the best 
predictor. 

96.96 

 Bayat et 
al.  

2020 
To predict the risk 

of death from 
COVID-19 disease 

SVM, ANN RF, 
DT 

LR, K-NN 

The ANN 
algorithm for 

predicting 
death rates is 

the best 
estimator. 

89.98 

Saha et al.  2021 

The transmission 
trend of COVID-

19 disease in 
India was 
analyzed 

PR, RF,SVM 

The increase in 
cases was 

predicted for 
July and 

August. SVM is 
the best 

predictor. 

93 

Pourhoma
youn & 
Shakibi  

2021 
Diagnosing 

SARS-CoV-2 
patients 

- 

It may provide 
a 

complementary 
method 

(XGBoost) for 
determining 
COVID-19 
infection 

status. 

- 

Alves et 
al.  

2021 

Diagnosing 
COVID-19 disease 

by looking at 
Brazilian hospital 

data 

DT, RF 

Random Forest 
(RF) algorithm 

is the best 
predictor. 

88 

Liu et al.  2023 
To detect the risk 

of death from 
COVID-19 disease 

SVM, RF,LR, 
KNN, RUS, 

MLP 

LR is the best 
predictor. 

76 

Arowolo 
et al.  

2023 
To detect possible 
cases of COVID-

19 

ABC-LSVM, 
ABC-Q-SVM  

ABC-Q-SVM is 
the best 

predictor. 
97 
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4. CONCLUSION 

The objective of this study is to 
compare machine learning classification 
algorithms used in health studies to 
discover the best-performing algorithm. 
In this context, machine learning 
classification studies carried out in the 
field of healthcare in the last 6 years are 
summarized and classified. The detailed 
literature study focused on machine 
learning studies applied to diseases that 
threaten public health and are among the 
top causes of death in the world. 

Additionally, a COVID-19 disease, 
which is on the list of the world's 
deadliest diseases and has been declared 
a public health emergency in recent years, 
is also included. It is clear that studies on 
diseases such as early diagnosis, disease 
classification, drug classification, and 
epidemic prevention make great 
contributions to the health sector. 
Although these studies reduce the risk of 

death for patients, improves the quality 
of life. 

However, due to the scope and 
architecture, it is difficult to choose a 
forecasting and demand decision model 
suitable for the complexity of the system. 
It is thought that the study will contribute 
significantly to the relevant literature by 
shedding light on researchers working in 
this field. 

The best performing classification 
algorithms in healthcare are DT, RF, and 
GNB, with an accuracy of 100%. 
However, in the majority of cases, RF and 
SVM exhibited the highest degree of 
performance. As a outcome of the study, 
it is seen that machine learning 
algorithms are mostly used in diagnosing 
and classifying diseases. 
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