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ABSTRACT

Clustering algorithms play a pivotal role in the field of engineering, offering valuable insights into complex datasets. This review paper explores the landscape of developed clustering algorithms with a focus on their applications in engineering. The introduction provides context for the significance of clustering algorithms, setting the stage for an in-depth exploration. The overview section delineates fundamental clustering concepts and elucidates the workings of these algorithms. Categorization of clustering algorithms into partitional, hierarchical, and density-based forms lay the groundwork for a comprehensive discussion. The core of the paper delves into an extensive review of clustering algorithms tailored for engineering applications. Each algorithm is scrutinized in dedicated subsections, unraveling their specific contributions, applications, and advantages. A comparative analysis assesses the performance of these algorithms, delineating their strengths and limitations. Trends and advancements in the realm of clustering algorithms for engineering applications are thoroughly examined. The review concludes with a reflection on the challenges faced by existing clustering algorithms and proposes avenues for future research. This paper aims to provide a valuable resource for researchers, engineers, and practitioners, guiding them in the selection and application of clustering algorithms for diverse engineering scenarios.

ARTICLE INFO

Article History:
Submitted/Received 11 Sep 2023
First Revised 15 Oct 2023
Accepted 25 November 2023
First Available Online 13 Dec 2023
Publication Date 1 Dec 2023

Keywords:
Clustering algorithms, Engineering applications, Machine learning, Unsupervised learning
1. INTRODUCTION

In the dynamic landscape of contemporary engineering, the burgeoning volume of data has emerged as both a challenge and an opportunity. The advent of big data technologies has transformed the way information is generated, processed, and utilized across various engineering domains. Within this expansive sea of data, the application of clustering algorithms has become increasingly vital for unraveling hidden patterns, extracting meaningful insights, and aiding in decision-making processes.

This review embarks on a comprehensive exploration of clustering algorithms within the context of engineering applications, shedding light on their evolution, diverse methodologies, and practical implications. Understanding the nuances of clustering in engineering is paramount, as it underpins the extraction of actionable knowledge from intricate datasets, ranging from energy systems and construction projects to manufacturing processes.

As we navigate through the historical trajectory of clustering algorithms in engineering (Ajin & Kumar, 2016; Bangui, Ge, & Buhnova, 2018; Bindra & Mishra, 2017; Bindra, Mishra, & Suryakant, 2019), we unravel the transformative impact of these techniques. Beyond historical insights, our exploration extends to the contemporary landscape, examining the state-of-the-art developments that propel clustering algorithms into novel applications within engineering domains.

This paper serves as a roadmap for researchers, practitioners, and decision-makers, offering a comprehensive understanding of clustering algorithms' categories, applications, and the unique challenges posed by the engineering data ecosystem. As we delve into the subsequent sections, the focus shifts to an in-depth analysis of clustering algorithm categories, recent developments in engineering applications, and a comparative assessment of their efficacy. This journey is not merely a retrospective; it is a forward-looking endeavor that anticipates the future trajectories and challenges that will shape the landscape of clustering algorithms in engineering applications.

2. METHOD

In conducting this in-depth review, our methodological framework entails a rigorous exploration of the extensive body of literature encompassing clustering algorithms within the realm of engineering applications. The methodology is designed to be systematic and comprehensive, involving a meticulous analysis of a diverse array of clustering methods. Drawing from a multitude of referenced works, we critically examine each algorithm, unraveling their key characteristics, practical applications, and the outcomes they yield.

This methodological approach seeks to provide a holistic perspective on the landscape of clustering algorithms in engineering. By synthesizing information from a myriad of sources, we aim to present a thorough understanding of the varied methodologies employed across engineering domains. Our meticulous examination is intended to unravel the intricacies of these algorithms, shedding light on their effectiveness, adaptability, and limitations within the dynamic and diverse landscape of engineering challenges.
3. OVERVIEW OF CLUSTERING ALGORITHMS

Clustering algorithms serve as the backbone of data analysis, unraveling intricate patterns and structures within datasets. A panoramic understanding of these algorithms provides a nuanced perspective on their functionalities, enabling engineers to discern the most suitable approach for diverse applications.

3.1. Taxonomy of Clustering Algorithms

Clustering algorithms can be broadly categorized into hierarchical and partitional methods (Celebi, 2014; Chen et al., 2022). The former organizes data in a tree-like structure, revealing relationships and hierarchies, while the latter partitions data into distinct groups. Within these categories, a myriad of algorithms emerges, each with unique strengths and applications.

3.1.1 Partitional algorithms

Prominent among partitional algorithms is the ubiquitous K-means clustering, celebrated for its simplicity and efficiency (Gupta & Chandra, 2019; Ikotun et al., 2022). Alternatives such as DBSCAN (Density-Based Spatial Clustering of Applications with Noise) and OPTICS (Ordering Points to Identify the Clustering Structure) offer flexibility in handling diverse dataset structures (Reddy & Vinzamuri, 2018).

3.1.2 Hierarchical algorithms

Hierarchical clustering methods, on the other hand, unfold data structures in a hierarchical tree. Agglomerative Hierarchical Clustering, characterized by a bottom-up approach, starts with individual data points and iteratively merges them into clusters. Dendrogram representations vividly illustrate the hierarchical relationships within the data (Kutbay, 2018).

3.1.3 Density-based algorithms

Beyond these classical approaches, density-based algorithms like DBSCAN (Carnein & Trautmann, 2019) identify clusters based on data point density, adeptly handling datasets with irregular shapes and varying cluster sizes.

3.1.4 Fuzzy clustering

Fuzzy clustering algorithms introduce an element of ambiguity, reflecting the real-world nature of data where boundaries are often blurred (HÀa, 2016; Li & Lewis, 2016). Such algorithms are particularly valuable in scenarios where data points may belong to multiple clusters simultaneously.

3.2 Applications in Engineering

These clustering paradigms find diverse applications in engineering, ranging from optimizing energy systems (Naganathan, Chong, & Chen, 2016) to streamlining construction projects (Seresht, Lourenzutti, & Fayek, 2020). The choice of clustering algorithm hinges on the characteristics of the dataset and the specific goals of the engineering application.

As we navigate the intricate landscape of clustering algorithms in subsequent sections, our exploration will deepen, shedding light on their applications in specific engineering contexts and unraveling the intricacies of their implementations.

4. CATEGORIES OF CLUSTERING ALGORITHMS

Clustering algorithms span a rich spectrum of methodologies, each designed to cater to specific data patterns
and application scenarios. Understanding the categories provides engineers with a compass to navigate the vast landscape of clustering techniques.

4.1. Centroid-Based Clustering

At the heart of centroid-based clustering lies the concept of defining cluster centers and allocating data points based on proximity. The iconic K-means algorithm (Gupta & Chandra, 2019) epitomizes this category. Its iterative optimization process converges towards cluster centroids, efficiently partitioning the dataset. Figure 1 shows K-means algorithms.

4.2. Density-Based Clustering

Algorithms like DBSCAN (Reddy & Vinzamuri, 2018) identify clusters by examining the density of data points (see Fig. 2). Regions with higher densities form clusters, while sparser areas are labeled as noise. This approach excels in handling datasets with varying cluster shapes and densities.

4.3. Hierarchical Clustering

Hierarchical clustering (see Fig. 3) constructs a tree-like structure, capturing both global and local relationships within the data. Agglomerative methods iteratively merge data points into clusters, producing a dendrogram that vividly illustrates the hierarchical relationships (Kutbay, 2018).

Fig. 1. K-Means Algorithm

Fig. 2. The Flowchart of DBSCAN

Fig. 3. Hierarchical Clustering
4.4. Fuzzy Clustering

Fuzzy clustering introduces a degree of membership for data points in clusters, acknowledging the inherent uncertainty in real-world datasets (Li & Lewis, 2016). This category includes algorithms like Fuzzy C-Means, offering a nuanced representation of cluster affiliations (see Fig. 4).

![Fig. 4. The Flowchart of Fuzzy Clustering]

4.5. Model-Based Clustering

Model-based clustering assumes that data points are generated from a mixture of underlying probability distributions. Gaussian Mixture Models (GMM) are prominent representatives, capturing the probabilistic nature of data distributions (see Fig. 5) (Colella et al., 2021).

![Fig. 5. The flowchart of Gaussian mixture model]

4.6. Partitioning Around Medoids (PAM)

In contrast to centroid-based methods, PAM identifies cluster representatives as actual data points (medoids), enhancing robustness to outliers. This is particularly valuable in scenarios where mean-based measures might be sensitive to extreme values. Figure 6 shows the flowchart of PAM algorithm.
4.7. Applications in Engineering

Each category finds its niche in engineering applications. For instance, centroid-based algorithms often shine in scenarios demanding clear, well-defined clusters, while density-based methods excel in handling datasets with irregular structures. Fuzzy clustering becomes indispensable when dealing with ambiguous data points that may belong to multiple clusters.

As we explore further, the synergy of these categories will come to the forefront, guiding engineers in selecting the most apt clustering approach for their specific engineering challenges.

Table 1 represents a comprehensive summary of reviewed works on clustering.

**Fig. 6. The Flowchart of PAM**

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Work</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bangui, et al</td>
<td>2018</td>
<td>Explored clustering algorithms for handling big data in Internet of Things (IoT) applications.</td>
<td>Provided valuable insights into the use of clustering in IoT scenarios with a focus on big data.</td>
</tr>
<tr>
<td>Bindra, et al</td>
<td>2017</td>
<td>Conducted a detailed study of various clustering algorithms.</td>
<td>Offered a comprehensive understanding of clustering algorithms and their applications.</td>
</tr>
<tr>
<td>Bindra, et al</td>
<td>2019</td>
<td>Investigated effective data clustering algorithms.</td>
<td>Provided insights into algorithms that are particularly effective for data clustering.</td>
</tr>
<tr>
<td>Carnein, et al</td>
<td>2019</td>
<td>Conducted an extensive survey on stream clustering algorithms with a focus on optimizing data stream representation.</td>
<td>Contributed to the understanding of stream clustering algorithms, especially in the context of data stream representation.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Work</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colella, et al</td>
<td>2021</td>
<td>Used clustering algorithms for model-based identification of alternative bidding zones with topology constraints.</td>
<td>Contributed to the application of clustering algorithms in the energy sector for identifying alternative bidding zones.</td>
</tr>
<tr>
<td>Ghosal, et al</td>
<td>2020</td>
<td>Provided a short review on various clustering techniques and their applications.</td>
<td>Offered concise insights into different clustering techniques and their potential applications.</td>
</tr>
<tr>
<td>Gupta, M. K., &amp; Chandra, P.</td>
<td>2019</td>
<td>Conducted a comparative study of various clustering algorithms.</td>
<td>Offered a comparative analysis, aiding in understanding the strengths and weaknesses of different clustering algorithms.</td>
</tr>
<tr>
<td>HĀãa, Ā. Ā.</td>
<td>2016</td>
<td>Proposed improvements to fuzzy clustering algorithms using picture fuzzy sets, particularly applied to geographic data clustering.</td>
<td>Contributed enhancements to fuzzy clustering algorithms, particularly in the context of geographic data clustering.</td>
</tr>
<tr>
<td>Ikotun, et al</td>
<td>2022</td>
<td>Conducted a comprehensive review of K-means clustering algorithms, including variants analysis and advances in the era of big data.</td>
<td>Offered a thorough understanding of K-means clustering, covering variants and advancements in the big data era.</td>
</tr>
<tr>
<td>Authors</td>
<td>Year</td>
<td>Work</td>
<td>Results</td>
</tr>
<tr>
<td>-------------------------</td>
<td>------</td>
<td>-----------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Kutbay, U.</td>
<td>2018</td>
<td>Explored partitional clustering.</td>
<td>Contributed to the understanding of partitional clustering, providing insights into its applications.</td>
</tr>
<tr>
<td>Li, et al</td>
<td>2016</td>
<td>Reviewed applications of fuzzy clustering algorithms.</td>
<td>Provided insights into the applications of fuzzy clustering algorithms, contributing to the broader understanding of their utility.</td>
</tr>
<tr>
<td>Mahdi, et al</td>
<td>2021</td>
<td>Reviewed scalable clustering algorithms for big data.</td>
<td>Contributed to the understanding of scalable clustering algorithms, particularly in the context of big data.</td>
</tr>
<tr>
<td>Motwani, et al</td>
<td>2019</td>
<td>Conducted a study on initial centroids selection for partitional clustering algorithms.</td>
<td>Contributed insights into the selection of initial centroids for partitional clustering algorithms, focusing on software engineering.</td>
</tr>
<tr>
<td>Mutar, J. R.</td>
<td>2022</td>
<td>Conducted a comprehensive review of clustering algorithms.</td>
<td>Provided a review summarizing various clustering algorithms, offering a broad perspective on the state of the field.</td>
</tr>
<tr>
<td>Nayyar, et al</td>
<td>2017</td>
<td>Performed a comprehensive analysis and performance comparison of clustering algorithms for big data.</td>
<td>Contributed insights into the performance and analysis of various clustering algorithms, with a focus on big data.</td>
</tr>
<tr>
<td>Ogbuabor, et al</td>
<td>2018</td>
<td>Developed a clustering algorithm for a healthcare dataset using silhouette score value.</td>
<td>Contributed a clustering algorithm tailored for healthcare datasets, utilizing silhouette score value.</td>
</tr>
<tr>
<td>Oyewole, G. J., &amp; Thopil, G. A.</td>
<td>2023</td>
<td>Explored data clustering applications and trends.</td>
<td>Contributed insights into the applications and trends in the field of data clustering.</td>
</tr>
<tr>
<td>Özoçoğ, E. E.</td>
<td>2020</td>
<td>Focused on clustering of time-series data.</td>
<td>Contributed to the understanding of clustering techniques applied specifically to time-series data.</td>
</tr>
<tr>
<td>Pathak, S., Jain, S., &amp; Borah, S.</td>
<td>2021</td>
<td>Conducted a review of clustering algorithms for Mobile Ad Hoc Networks (MANETs).</td>
<td>Contributed insights into the design and development of clustering algorithms for MANETs.</td>
</tr>
<tr>
<td>Authors</td>
<td>Year</td>
<td>Work</td>
<td>Results</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>------</td>
<td>----------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Patibandla, R. L., &amp; Veeranjaneyulu, N.</td>
<td>2018</td>
<td>Conducted a survey on clustering algorithms for unstructured data.</td>
<td>Contributed insights into clustering algorithms suitable for unstructured data.</td>
</tr>
<tr>
<td>Reddy, C. K., &amp; Vinzamuri, B.</td>
<td>2018</td>
<td>Conducted a survey covering partitional and hierarchical clustering algorithms.</td>
<td>Provided an overview and comparison of both partitional and hierarchical clustering algorithms.</td>
</tr>
<tr>
<td>Riaz, M. N.</td>
<td>2018</td>
<td>Conducted a survey on clustering algorithms for wireless sensor networks.</td>
<td>Contributed insights into clustering algorithms tailored for the specific challenges of wireless sensor networks.</td>
</tr>
<tr>
<td>Seresht, et al.</td>
<td>2020</td>
<td>Developed a fuzzy clustering algorithm for predictive models in construction applications.</td>
<td>Contributed a fuzzy clustering algorithm with applications in predictive modeling within the construction domain.</td>
</tr>
<tr>
<td>Shukri, et al</td>
<td>2018</td>
<td>Developed evolutionary static and dynamic clustering algorithms based on multi-verse optimizer.</td>
<td>Contributed evolutionary clustering algorithms with applications in both static and dynamic scenarios.</td>
</tr>
<tr>
<td>Xu, Z., &amp; Saleh, J. H.</td>
<td>2021</td>
<td>Conducted a review on machine learning for reliability engineering and safety applications.</td>
<td>Contributed insights into the current status and future opportunities of machine learning in reliability engineering and safety applications.</td>
</tr>
<tr>
<td>Authors</td>
<td>Year</td>
<td>Work</td>
<td>Results</td>
</tr>
<tr>
<td>-----------------</td>
<td>------</td>
<td>----------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Yuan, et al</td>
<td>2017</td>
<td>Conducted a review of moving object trajectory clustering algorithms.</td>
<td>Provided insights into clustering algorithms tailored for analyzing moving object trajectories.</td>
</tr>
<tr>
<td>Aljarah</td>
<td>2021</td>
<td>Compilation on evolutionary data clustering algorithms and applications.</td>
<td>Presents various evolutionary data clustering algorithms and their applications.</td>
</tr>
<tr>
<td>Authors</td>
<td>Year</td>
<td>Work</td>
<td>Results</td>
</tr>
<tr>
<td>------------------</td>
<td>------</td>
<td>----------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Benabdellah</td>
<td>2019</td>
<td>Survey on clustering algorithms for industrial applications.</td>
<td>Summarized and compared clustering algorithms in an industrial context.</td>
</tr>
<tr>
<td>Guerreiro, et al</td>
<td>2021</td>
<td>Anomaly detection in the automotive industry using clustering methods.</td>
<td>Presented a case study on anomaly detection in the automotive industry.</td>
</tr>
<tr>
<td>Swarndeep</td>
<td>2016</td>
<td>Overview of partitioning algorithms in clustering techniques.</td>
<td>Summarized and compared partitioning algorithms.</td>
</tr>
</tbody>
</table>

5. DEVELOPED CLUSTERING ALGORITHMS IN ENGINEERING APPLICATIONS

In engineering, the application of clustering algorithms has witnessed a surge, driven by the ever-expanding volumes of data and the need for insightful pattern recognition. Several developed clustering algorithms have proven instrumental in addressing engineering challenges. Here, we delve into noteworthy algorithms and their
5.1. K-Means and Engineering Optimization

K-means, a stalwart in clustering, finds extensive application in engineering optimization problems. Its ability to efficiently partition datasets extends to optimizing processes, resource allocation, and system design (Ikotun et al., 2022).

5.2. DBSCAN for Anomaly Detection in Sensor Networks

Density-based algorithms, exemplified by DBSCAN, play a pivotal role in anomaly detection within sensor networks. By identifying regions of varying data densities, these algorithms excel in pinpointing irregularities that may indicate faults or malfunctions (Nazar et al., 2023).

5.3. Hierarchical Clustering in Structural Analysis

The hierarchical clustering paradigm is harnessed in structural analysis, where the hierarchical relationships between components are crucial. It aids in classifying structural elements based on similarities, contributing to more effective design strategies (Serafeim et al., 2022).

5.4. Fuzzy Clustering for Geographic Data

Fuzzy clustering algorithms, incorporating the notion of partial membership, are applied to geographic data clustering. This proves valuable in scenarios where location-based data exhibits varying degrees of relevance to multiple spatial clusters (Hóa, 2016).

5.5. Gaussian Mixture Models (GMM) in Signal Processing

GMM-based clustering, with its probabilistic foundation, finds application in signal processing. It assists in identifying patterns in signals, allowing for more accurate signal classification and separation (Celebi, 2014).

5.6. Model-Based Clustering for Energy Management

Model-based clustering techniques contribute to energy management applications. By discerning patterns in energy consumption data, these algorithms facilitate the development of effective strategies for energy utilization and conservation (Naganathan et al., 2016).

5.7. Integration of Algorithms in Engineering Solutions

These clustering algorithms are not mutually exclusive; instead, their
integration often yields comprehensive solutions. For instance, combining centroid-based methods with hierarchical clustering might provide a robust approach to categorizing components in complex engineering systems.

As engineering applications continue to evolve, the adaptability and effectiveness of clustering algorithms in extracting meaningful insights from diverse datasets remain pivotal. The ensuing sections will delve into a comparative analysis of these algorithms in the engineering domain, shedding light on their strengths and limitations.

6. COMPARATIVE ANALYSIS OF CLUSTERING ALGORITHMS IN ENGINEERING APPLICATIONS

Navigating the intricate landscape of engineering applications demands a judicious selection of clustering algorithms. In this section, we undertake a detailed comparative analysis, exploring the effectiveness, adaptability, and limitations of prominent clustering algorithms in diverse engineering domains. Insights drawn from a rich array of referenced works aim to provide a nuanced understanding of algorithmic choices for various engineering challenges.

6.1. K-Means vs. DBSCAN for Sensor Networks

In the realm of sensor networks, "K-Means" and "DBSCAN" emerge as noteworthy contenders. The simplicity and efficiency of K-Means (Motwani et al., 2019) make it an appealing choice, especially in scenarios with regularly spaced sensors. However, "DBSCAN" takes the spotlight in situations where sensors exhibit irregular spacing or varying data density (Nazar et al., 2023; Ikotun et al., 2022). Its ability to identify clusters based on density proves invaluable in capturing nuanced patterns in sensor data, offering a more adaptive solution.

6.2. Fuzzy Clustering vs. Hierarchical Clustering for Structural Analysis

Structural analysis, with its inherent complexity of interconnected components, demands methods tailored to address diverse challenges. "Fuzzy clustering," with its capacity to handle partial memberships (Hóa, 2016), becomes instrumental when structural elements exhibit overlapping characteristics. On the other hand, "hierarchical clustering" excels in capturing hierarchical relationships among structural components (Serafeim et al., 2022). This ensures a more nuanced understanding of the intricate interplay within engineered structures, making it particularly effective for comprehensive structural analysis.

6.3. Gaussian Mixture Models (GMM) vs. Model-Based Clustering in Signal Processing

Signal processing applications benefit significantly from probabilistic approaches, such as "Gaussian Mixture Models (GMM)" (Celebi, 2014). GMM's probabilistic foundation proves effective when dealing with intricate signal patterns. Additionally, "model-based clustering" techniques contribute to optimizing signal categorization in energy management applications (Naganathan et al., 2016). This collective approach enhances the capability to discern and manage complex signal behaviors, presenting a powerful toolkit for signal processing challenges.
6.4. Integrated Approaches for Energy Solutions

The synthesis of "centroid-based methods" with "hierarchical clustering" emerges as a promising approach in the realm of energy applications (Naganathan et al., 2016). This integration facilitates a more nuanced understanding of energy consumption patterns, offering a comprehensive perspective. The amalgamation of these algorithms contributes significantly to the efficacy of energy management strategies, providing a multifaceted solution to address various challenges in energy-related applications.

6.5. Considerations for Algorithm Selection

In navigating the algorithmic landscape, imperative considerations include the nature of the dataset, desired granularity of analysis, and specific requirements of the engineering challenge at hand (Hass et al., 2020; Golalipour et al., 2021). Delving into these considerations, a clearer understanding of the nuanced advantages and limitations associated with each algorithm emerges, guiding the selection process for diverse engineering challenges.

This detailed comparative analysis lays the groundwork for informed decision-making in clustering algorithm selection. Subsequent sections will delve into specific considerations, challenges, and future directions, further enriching our exploration of clustering algorithms' applications within the dynamic field of engineering.

<table>
<thead>
<tr>
<th>Table 2. Comparative Analysis of clustering algorithms in Engineering Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Engineering Domain</strong></td>
</tr>
<tr>
<td>Sensor Networks</td>
</tr>
<tr>
<td>Structural Analysis</td>
</tr>
<tr>
<td>Signal Processing</td>
</tr>
</tbody>
</table>
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7. CHALLENGES AND FUTURE DIRECTIONS IN ENGINEERING APPLICATIONS OF CLUSTERING ALGORITHMS

While clustering algorithms have proven instrumental in diverse engineering applications, several challenges persist, and future directions beckon towards more sophisticated solutions. This section delves into these challenges and provides insights into the potential trajectories that can shape the evolution of clustering algorithms in engineering domains.

7.1. Challenges

7.1.1. Scalability in big data clustering

The exponential growth of data in engineering applications poses a substantial challenge to clustering algorithms in terms of scalability. Traditional methods, such as K-Means and DBSCAN, may struggle to cope with the sheer volume of data generated by modern engineering systems (Fahad et al., 2014). Addressing this challenge requires solutions that balance computational efficiency without compromising the quality of clustering results. Recent advancements, like evolutionary clustering algorithms, showcase promise in handling large-scale datasets (Saeed et al., 2023; Aljarah et al., 2021).

7.1.2. Adaptability to dynamic environments

Engineering systems frequently operate in dynamic environments where the characteristics of data evolve over time. Clustering algorithms must adapt to these changes, necessitating the development of dynamic clustering techniques. Algorithms like Fuzzy Clustering and model-based clustering exhibit adaptability to changing data distributions and can be tailored for applications such as adaptive manufacturing and structural health monitoring (Carnein & Trautmann, 2019; Sadeeq et al., 2023).

7.1.3. Interpretability and explainability

As clustering algorithms assume a crucial role in engineering decision-making processes, the demand for interpretable and explainable results grows. Stakeholders seek clarity on how clusters are formed and the underlying patterns contributing to grouping. Striking a balance between algorithmic complexity and interpretability becomes crucial for fostering trust and understanding. Recent research highlights the significance of interpretable clustering methods and the integration of domain-specific
knowledge for enhanced interpretability (Colella et al., 2021; Belhadi et al., 2020).

7.1.4. Handling Heterogeneous Data

Engineering datasets often encompass diverse data types, from numerical values to categorical and textual information. Clustering algorithms encounter challenges in effectively handling such heterogeneous data. Integrative approaches, like combining feature engineering with clustering techniques, could provide more robust solutions tailored to the varied nature of engineering data (Benabdellah et al., 2019; Wang et al., 2019).

7.2. Future Directions

7.2.1. Hybrid and ensemble approaches

The future may witness the proliferation of hybrid and ensemble clustering approaches. The integration of multiple algorithms or combining clustering with other machine learning techniques holds promise for enhanced performance across varied engineering applications. Ensemble methods, including clustering ensemble selection, present exciting avenues for boosting accuracy and robustness. Research in evolutionary clustering algorithms and the combination of centroid-based methods with hierarchical clustering exemplifies the potential of hybrid approaches (Golalipour et al., 2021; Sadeeq et al., 2022).

7.2.2. Incorporating domain-specific knowledge

Tailoring clustering algorithms to specific engineering domains requires an in-depth understanding of domain-specific characteristics. Future research may emphasize the integration of domain knowledge into algorithm design, ensuring that clustering solutions align with the intricacies and nuances of particular engineering applications. Techniques like integrating expert knowledge into the clustering process and incorporating feature engineering based on domain insights can contribute to more effective clustering in specialized domains (Chen et al., 2022; Sadeeq et al., 2022).

7.2.3. Explainable AI in clustering

The rise of AI and clustering algorithms in engineering decision-making underscores the growing importance of explainability. Future algorithms may prioritize not only accurate clustering but also the ability to provide clear explanations for each clustering decision. This aligns with the escalating demand for transparent AI systems and responsible AI deployment in engineering. Research in explainable AI, such as the integration of rule-based systems with clustering results, showcases advancements in providing understandable rationales for clustering outcomes (Xie & Li, 2021; Saeed et al., 2023).

7.2.4. Self-Adaptive clustering algorithms

To address the challenge of adaptability to dynamic environments, future clustering algorithms might evolve to be self-adaptive. These algorithms would autonomously adjust their parameters and structures based on the evolving characteristics of the data, ensuring continuous relevance and effectiveness in dynamic engineering systems (Saeed et al., 2023; Seresht et al., 2020).
7.3. Ethical Considerations

In steering the future of clustering algorithms in engineering, ethical considerations must underpin advancements. Issues related to data privacy, bias mitigation, and the responsible use of AI-powered clustering tools warrant ongoing attention and vigilance. Ethical guidelines and frameworks for the application of clustering algorithms in engineering contexts should be established, drawing from insights in ethical considerations in AI and data-driven technologies (Rao et al., 2015; Guerriero et al., 2021).

Navigating these challenges and embracing future directions will empower the engineering community to harness the full potential of clustering algorithms. This ensures their seamless integration into innovative solutions that address complex engineering problems. The subsequent section will offer a succinct conclusion, summarizing key findings and charting a path forward for the continued evolution of clustering algorithms in engineering applications.

8. DISCUSSION

The exploration of clustering algorithms in engineering applications opens avenues for insightful discussion, encompassing effectiveness, challenges, and future trajectories.

8.1. Integration and Synergy

The integration of clustering algorithms, demonstrated by combining centroid-based methods with hierarchical clustering (Section 5.7), showcases synergies to address complex engineering challenges. This strategy, inspired by works like Naganathan et al. (2016), presents a comprehensive approach to categorizing components within intricate systems, highlighting the adaptability of clustering techniques.

8.2. Performance Metrics and Benchmarking

The importance of carefully selected performance metrics and benchmarking strategies, as emphasized in Section 6, contributes to a nuanced evaluation of clustering algorithm efficacy. Insights from works like Golalipour et al. (2021) underscore the need for standardized metrics to facilitate coherent cross-domain comparisons.

8.3. Addressing Dynamic Environments

Adaptability to dynamic environments, a focal point in Section 7.1.2, remains a significant challenge. Insights from Carnein & Trautmann (2019) underscore the necessity for evolving clustering techniques, particularly in real-time applications like adaptive manufacturing and structural health monitoring. Collaborative efforts are essential to devise solutions that ensure continual relevance in evolving engineering systems.

8.4. Ethical Considerations and Responsible AI

Ethical considerations highlighted in Section 7.3 emphasize the importance of interpretable and explainable clustering results. Insights from Colella et al. (2021) stress the need for transparency in decision-making processes involving clustering algorithms. As AI-driven solutions become more pervasive in engineering, ethical considerations should guide their deployment.

8.5. Future Directions in Light of Application-Specific Insights

Building upon application-specific insights in Section 5, future directions
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(Section 7.2) call for hybrid approaches, domain-specific knowledge incorporation, and explainable AI. Tailoring clustering solutions to specific engineering domains, as advocated by Chen et al. (2022), emphasizes understanding and integrating domain-specific characteristics into algorithm design.

8.6. Concluding Remarks

At last, this discussion underscores the dynamic nature of clustering algorithms in engineering applications. Leveraging integration, refining performance metrics, addressing dynamic environments, adhering to ethical considerations, and tailoring solutions to specific domains are critical aspects. As we navigate the evolving landscape of engineering challenges, the collaborative efforts of researchers and practitioners will play a pivotal role in shaping clustering algorithms that align with both the complexities of engineering systems and ethical standards.

The subsequent section offers a concise conclusion, summarizing key findings and outlining a path forward for continued research and application of clustering algorithms in engineering.

9. CONCLUSION

In conclusion, this comprehensive exploration of clustering algorithms in engineering applications underscores their pivotal role in addressing diverse challenges across domains. From optimizing data stream representation to enhancing prediction accuracy in shale-gas reservoirs, clustering algorithms have showcased their adaptability and efficacy.

Our review traversed various facets, including the categorization of clustering algorithms, insights into developed algorithms tailored for engineering applications, and a comparative analysis of their performance. The challenges and future directions outlined shed light on the evolving landscape, emphasizing the need for scalable, dynamic, and interpretable clustering solutions.

The synthesis of knowledge presented here lays a foundation for engineers, researchers, and practitioners to make informed decisions when selecting clustering algorithms for specific applications. The integration of hybrid and ensemble approaches, the incorporation of domain-specific knowledge, and the pursuit of explainable AI in clustering emerge as key considerations for future research and development.

As the engineering community navigates ethical considerations associated with clustering algorithms, it is essential to uphold principles of data privacy, bias mitigation, and responsible AI use. By addressing these ethical dimensions, clustering algorithms can contribute ethically and responsibly to the transformative landscape of engineering applications.

In the dynamic intersection of artificial intelligence and engineering, clustering algorithms stand as indispensable tools, poised to play an increasingly significant role in shaping innovative solutions. This review aims to inspire further research and collaboration in advancing the frontiers of clustering algorithms for the benefit of engineering practices worldwide.
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